Joint Statistical Measures

Consider a joint experimental venture comprising of two random experi-
ments X and Y, whose outcomes are defined on the sample space S via the
Cartesian set product of the sets X and Y, i.e,

S ={(z,y)22z€eX,yeY}=XxY.

The joint CDF between two random variables X and Y defined on the
sample space S is given by:

Fxy(z,y) = Pr{X <zY <y}

The joint PDF between two random variables X and Y defined on the sample
space S is defined via the second partial derivative:

fxv(z,y) = 920y (Fxy(z,9)) .

If the two random variables X and Y are statistically independent then the
joint PDF and CDF are separable:

Fxy(z,y) = Fx(2)Fy(y) & fxv(z,y) = fx(@)fv(y).

The correlation between two random variables X and Y defined on the
sample space S is given by:

rey = BOXYY = [ [ aypay @ y)dody.
The covariance between two random variables X and Y is defined via:
ooy = B{X =)V =)} = [ [ =) = ) v ) dady

Upon simplification the covariance of the variables X and Y can be related
to the correlation via

Oay = E{(X — 1) (Y — p1y)} = oy — Hatty.

The normalized correlation or statistical correlation coefficient between two
random variables X and Y is defined as:




where 0, is the covariance between the random variables X and Y and o,
is the standard deviation of the random variable X. The Cauchy-Schwartz
(C-S) Inequality for the pair of random variables X and Y is given by:

E*{XY} - E{X*}E{Y?} <0.

In a similar fashion, the angle between two random variables X and Y is

defined as :
_ o
0zy = cos 1 —| wy| .
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Two random variables X and Y are said to be statistically uncorrelated if :
Poy =0 = 05y=0 = E{XY}=FE{X}E{Y} = 0 =90°

i.e., they are statistically perpendicular to each other. Using the C-S in-
equality it is easy to see that the correlation coefficient has a maximum
value of 1, i.e.,

Pxy = ‘O'zy‘ <L
020y

Random variables X and Y are said to be statistically collinear or statisti-
cally linearly dependent if :

Pxy = 1 = Ogy = 020y = Oxy =0°.

If two random variables are statistically independent then it can be shown
that they are also uncorrelated, i.e.,

Ixv(z,y) = fx(@)fy(y) <= 0oy =0 < pay = 0.

In the absence of information on the underlying probability distribution the
covariance between the random variables X and Y can be approximated
using their corresponding n-point observations as:
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