2 Cyclostationarity

In the determinitic case, a signal is called periodic if it repeats after a period of time. In
this section we will look at the statistical equivalent of periodicity. A random process X (t)
is said to be n*P-order cyclostationary if the n'"-order PDF is periodic:

fx(x:t) = fx(x;t +T™1) | T € R. (5)

The periodicity of the statistics, 7™ is often referred to as the cyclostationarity parameter.
As in the case of stationarity, n = 1 cyclostationarity implies that

px(t) = pxt+10)
ox(t) = ox(t+TM) (6)

Second-order cyclostationarity specifically implies that
RXX(t]_,tQ) = RXX<t1+To(2)>t2+TO(2))- (7)

Since the ACF of the process is dependent on both t; & 5, these processes are non-stationary.
Furthermore the ensemble ACF is periodic and as a consequence it has a Fourier series
expansion of the form:

n=—oo

Rxx(t,7)=E[X{t)X"(t —7)] Z R T)exp ( ;(7;) nt) (8)

The Fourier series coefficients R(")(7) are referred to as the cyclic autocorrelation function.
The DC Fourier coefficient in particular is called the time averaged ACF and is determined

via:
(2)
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RO (1) = <T(2)> / po Rxx(t,t = 7)dt. (9)
o T2

The corresponding time-averaged power spectrum is defined via the Fourier transform:

/ RO (1) exp (—jQr) dr

Using the cyclic autocorrelation function we can define a corresponding cyclic power-spectrum

P (Q) via:

PM(Q) = / R (1) exp (—jQr) dr

RW(r) = <27r> / P(Q) exp (jQ7) d€2. (10)
The motivation behind the definition of the time-averaged ACF is to average out and remove

the dependence of the ACF on the t variable so that we do not have to deal with two
dimensional Fourier transforms.



