Ensemble Averages and Statistics

Using the first and second-order distributions we can then define the following ensemble
averages for the random process. The ensemble mean of the random process is defined as
the expected value of the random variable X;()), i.e.,

px(t) = B(XiN) = [ afx(wit)ds. (15)
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The ensemble variance of the random process X (t) is defined as the variance of the random
variable X;(\) via:

ok (t) = Ex[IX(\) — pxl*] = / Z & — px |2 fx () da. (16)

The ensemble autocorrelation function of the random process X (t) denoted Rxx(t1,t2) is
defined via:

Rxx(ti,ts) = EX[X(t1)X*(t2)] = /_ /_ 105 fx (1), X (82) (F1, Tas t1, to)dxrdas (17)

The ensemble autocovariance function of the random process X (t) denoted Cxx (t1,%2) is
defined via:

Cxx(ti,ts) = Ex[(X(t1) — pux(t1)) (X (t2) — px(t2))]
Cxx(ti,t2) = Rxx(t1,t2) — px () (t2)- (18)

The ensemble temporal autocoherence function of the random process X (t) denoted
PXxx (tl, tg) is defined via:

Cxx(t1,ts)

ox(t)ox ()| (19)

pxx(ti,t2) =

The temporal coherence function is essentially the correlation coefficient between the random
variables z(¢;) and z(t2) and is an indicator of the statistical dependence of z(¢;) on z(t2).
A non-zero coherence function indicates the presence of temporal redundance in the process.

The cross-correlation function between two random processes X (t) and Y (¢) is defined
using joint distributions of the two processes as:

Rxy(ti,t2) = E (X (1), Y(t2)) = /_ /_ Y fx (), (82) (T, Y3 11, t2)dzdy. (20)

The cross-covariance function is defined similarly as:

Cxy(ti,t2) = Ex[(X(t1) — px(t1)) (Y(t2) — py(t2))"]
Cxy(ti,t2) = Rxy(ti,t2) — px(t)py (t2). (21)

The temporal cross-coherence function for the random process pair is then defined via:

Cxy(t1,t2)

Ux(tl)Uy(tg) ) (22)

pxy (t1,t2) =




