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e AT
Interpretation |

@ The stochastic process X(t,w), t € T,w € Q can be viewed as a
indexed collection of waveforms

xi(t) = {X(t,w) >w € Q}

@ When Q is discrete then the number of sample functions is countably
infinite & when Q is a continuous set then the number is uncountably
infinite.

© The set of functions are also call as ensemble waveforms or member
waveforms.

@ Member functions in themselves may or may not contain information.
For example, the ensemble waveforms for noise are not informative.
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Stochastic Process Example: Interpretation |

Example: Interpretation |

@ The coin flip experiment has two possible outcomes w € {T, H} with
an underlying Bernoulli probability law.

@ The o-field of events for this experiment is F = {¢, T, F,S}, where
S is the whole sample space.

© Consider a stochastic process defined via the flip of a fair coin:

[ cos(wot) weH
X(t,w) = { —cos(wot) weT

@ This process has exactly two sample or member functions. Note that
both sample functions are continuous.
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Stochastic Process Interpretation Il: Collection of Random Variables

Collection of Random Variables

@ Stochastic process X(t,w) can be defined as a time-indexed collection
of random variables:

X(t,w) = {x¢(w),t € T}

© For sampling times t; < to < t3,...t, € T, the process is a
n-component random vector:

X(t) = [X(t1), X(t2),... X(ta)]"

© Random vector view point convenient for characterizing statistics of
the process. Gaussian stochastic process can be described via:

X(t) ~ N(my, Cy),

where my is the mean-vector and C,, is the covariance matrix
associated with the process.
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Stochastic Process Example: Interpretation Il

Interpretation Il: Collection of Random Variables

© Consider a Gaussian process as input to the linear transformation:
Y = AX,

where A is a invertible linear transformation.
@ Output has Gaussian statistics Y(t) ~ N (m,, C,,) since linear
combo of Gaussian random variables is Gaussian distributed:

m, = Am,, C,, = AC,,A”

© Strong white noise is a process whose components are independent
and identically distributed:

Fx(x) = I Fx.(x)
i=1

@ Weak white noise is a process whose components are uncorrelated:
C = o2l
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Stochastic Process Formal definition of a Stochastic Process

Formal definition of a stochastic process

@ A stochastic process X(t,w) can be formally defined as a measurable
function from the product Cartesian space T x 2 to the real line R.

@ t is the independent variable and w is the stochastic parameter.
@ Independent variable does not have to be "time".

o If the independent parameter is space then the process is a stochastic
image. If the independent parameter is space-time then the process is
called a stochastic field.
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[[NCIEUENI MECHITN Il  Statistical Characterization

Statistical Characterization

@ The joint n-th order CDF of a stochastic process is the n-th order

joint CDF of the random vector comprising the random variables in
the collection:

Fx(X; t) = F; (X1,X27 o Xmy b, b, tn) £
Pr (X(tl) < X1,X(t2) < Xxp,.. .X(tn) < Xn)

@ The joint n-th order PDF is the mixed partial derivative of the joint
n-th order CDF:

0" (Fx(x;t))
fx(x;t) = £ e o 5 N 5 SR E AR S A
x(x;t) = fx(x1, %2, .., Xni t1, t2 oy tn) 9x0% ... O
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Moments of a Stochastic Process
First Order Statistics

@ Using interpretation Il, the mean of a stochastic process is defined via:

o0

1) = E{Xe(w))} = / s (x: £)dx

—0o0

@ Similarly the variance of a stochastic process is defined via:
72 = E(0X) = (O} = | (= a0l )i

© These two moments constitute the first-order statistics of the process
and in general are functions of time.
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Moments of a Stochastic Process
Second-Order Statistics

@ The autocorrelation function of the process X(t) is given by:

Ros(ta ) = EX(0)X" ()} = [ [ s (o)
@ The autocovariance function of the process X(t) is given by:

Cxx(tla t2) = RXX(t]-? t2) - iuX(tl)/-Li(Q)'
© The autocoherence function of the process X(t) is given by:

CXX(t17 t2)

Pl ) 7 (o)
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Information Content Example: Stochastic Process |

Stochastic process example

@ Consider the two-part stochastic process defined in viewpoint I,
defined on the toss of a fair coin. lIts first-order PDF is given by:

1 1
fx(x;t) = 55 (x — cos(wot)) + 55 (x + cos(wot))
@ The corresponding first-order CDF is given by:
1 1
Fx(x; t) = U (x — cos(wot)) + S (x + cos(wot)) .

© The mean and variance of the process are given by:

1 1
px(t) = 5 cos(wot) + 5(— cos(wot)) =0
1 1
o2(t) = Z=cos?(wot)+ 5 cos?(wot) = cos?(wot).

Balu Santhanam (UNM) August 26, 2018 11 /20



Information Content Example: Stochastic Process |

Stochastic Process Example |

@ Joint probability density function for continuous sample functions for
t1, &2 € R is given by:

1

thXZ(X]_,Xz; ty, t2) = Ed(XI — COS(wotl),Xg — COS(thQ))
1

+ Eé(xl + cos(woty), X2 + cos(wot2))

@ Otbher transitions have zero probability due to the continuity
assumption of the sample functions.
© Joint density is not separable and does not factor into marginal

densities:
. % (X1, x2; t1, t) # fx, (x1; t1)fx, (x2; t2)
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Information Content Example: Stochastic Process |

© The autocorrelation function for this example is computed as:

Rxx(tlat2) = E{X(tl)X(t2)}

1 1
= 3 cos(woty) cos(wota) + 5 cos(woty) cos(wot2)

= cos(woty) cos(wota).
@ The autocovariance function is given by:
Cax(t1, 12) = Rux(t1, t2) — px(t1)pux(t2) = cos(wot1) cos(wotn).
© The temporal coherence function for this process is given by:

cos (wot1) cos (wot2)
| cos (wot1) cos (wot2) |

pxx(tla t2) =
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Information Content Example: Stochastic Process Il

@ Consider the oscillator process defined via:
X(t,w) = cos (Q(w)t),

where the frequency is a normal random variable, Q ~ N(Q., o?).

@ Unlike the previous example, this process has a uncountably infinite
number of realizations due to fact that the normal random variable is
defined on the entire real line.

© The ensemble mean of the process us given by:
px(t) = E{cos(Q(w)t)} = / cos (xt)N(Qc, o) dx.
—0o0

@ Employing Euler identities this integral can be expressed as:
oo

psx(t) = 2/00 N(Qe, o) exp (jxt)dx—i—;/ N(Qc, 02) exp —(jxt)dx

—00 —0o0
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Information Content Example: Stochastic Process Il

@ Each of the individual integrals corresponds to the characteristic

function of a normal random variable with mean u, = Q. and

variance o2 = o2

1
Wy (jt) = exp (jQct) exp (—202t2> .

@ The ensemble mean of the process X(t) can then evaluated via:

,UX(t) = .

N |

1
(Wn(t) + Wn(—jt)) = cos (Qct) exp <—202t2>
© The ensemble variance o2 of this process is given by:

ox(t) = E{XZ(w)} — pi(t) = E{cos® (Qw)t)} — pi(t)
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Information Content Example: Stochastic Process Il

@ The mean-squared value of the process is first computed as:
E{cos® (Qw)t)} = / cos? (Qx)t) N (Qc, 0?) dx.

@ Substituting the double-angle formula for the trigonometric function
we have:

E{cos® (Q(w)t)} = % + % /_oo cos (2Q(x)t) N (L, 02) dx

© Using the expression for the characteristic function of a Gaussian
random variable:

E{cos? (Qw)t)} = % + % (Wn(j2t) + Wp(—j2t))

@ We can finally evaluate the mean-squared value:
1 1
E{Xf(w)} =5 + 5 cos (2Q.t) exp (—2a2t2)
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Information Content Example: Stochastic Process Il

@ The ensemble variance can now be evaluated as:
1 1
o2(t) = 5 + 5 cos (2Qct) exp (—202t2) — cos? (Qct) exp (—02t2)
@ The ensemble ACF of this process is given by:

Rux(t1, t2) = Eq{cos (Qt1) cos (Qt2) }
© Using trigonometric identities we can evaluate this expression as:
1 1
Rux(t1,t2) = §Eg{cos(Q(tl + )} + 5EQ{cos(Q(tl —t))}

@ Rewriting each of these expressions in terms of the mean we have:

1 2
Raltit) = 5 cos(Qe(t +t2)) exp <"2(t1 + t2)2)
1 o? 5
+ 5 cos (Qc(t; — tp)) exp —?(tl — 1) ).

Balu Santhanam (UNM) August 26, 2018 17 /20



Information Content Gaussian Stochastic Process

@ If constituent random variables of a process are Gaussian random
variables then resultant process called a Gaussian random process
(GRP).

@ n-th order joint statistics specified by n-variate Gaussian distribution:

i (x;t) = (27)""?|det(Cyy )| 1% exp (—;(x —m,)TC(x — mX)>

© Distribution completely specified by knowledge of my and C,,. No
additional information in higher-order moments.

@ Finds application in numerous problems such as modeling Brownian
motion, in modeling superposition of i.i.d. random variables.
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[T @Il  \White Noise Process

©@ When random variables comprising the stochastic process are i.i.d this
process is called strong-sense white-noise.

@ |In this case, the n-th order PDF of the process factors are product of
marginals as:

fx(xit) = ﬁ (i )
i=1

© A weaker form of this process occurs when the constituent random
variables are uncorrelated instead:

o(Xe, Xe—r) = 026(7).

Note that the average power of the process, i.e., Ry (0) is not finite.
These processes are therefore not physically realizable.

@ A weak-sense white noise stochastic sequence is one whose pair-wise
covariance matrix is diagonal:

— i 2 2 2
C, = diag(o7,03,...,07).
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[T @Il  \White Noise Process

© The pair-wise auto-correlation sequence corresponding to a
weak-sense white-noise sequence is:

Il n, k] = E{x[n]x*[n — K]} = o25[n — K].

@ Unlike the continuous-time white noise process, the discrete sequence
has finite average power:

Pave = r[0] = 02 < 00
@ In both cases, the corresponding power spectral density (PSD) is flat:
Po(jQ) = 02, Q € R, Py (e*) =02, we [-m,7].

Hence the name "white noise” .

@ Observation of this process at two time-instants provides no
additional information over observation at a single instant. No
information can be gleaned from additional samples.
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