Newton’s Method Vs. SDA

m Higher-order Taylor series expansion of cost-function:
J(w) =~ J(W[n])-l—(W—W[n])HVw(W[n])+;(W—W[n])HH[n] (w—win]).
® Gradient and Hessian of cost-function:
gln]l = Vuw(J(wln]), H(w[n]) = Vu(Vw(J(W)))|w=w[n]-
® Optimal Solution:
2(H[n]w — H[n]w[n] + g[n]) = 0.

® Weight update:
wln + 1] = w[n] — H ' [n]g[nl].

Q Newton’s Method Vs. SDA

® For optimal filtering problem:
Vu(J(w[n])) = —2(rg,—Ruuw[n]), H[n] = 2Ry
®m Weight update for optimal filtering problem:
wln + 1] = w[n] — %R_l(QRuuW[n] —2ry,)
m Tap-weights converge in a single iteration:
wln 4+ 1] = wopt.

m Computational complexity price for faster
convergence.




