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Abstract

In this survey paper, we characterize the learning problem in cognitive radios and state the impor-

tance of artificial intelligence in achieving real cognitive systems. We review various learning approaches

that have been proposed for cognitive radios classifying them under supervised and unsupervised learning

paradigms. Unsupervised learning is presented as an autonomous learning procedure that is suitable

for unknown RF environments, whereas supervised learning methods can be used to exploit prior

information available to cognitive radios during the learning process. We describe some challenging

learning problems that arise in cognitive radio networks, in particular in non-Markovian environments,

and present their possible solution methods. Finally, we present some generic cognitive radio problems

and show suitable machine learning approaches for learningin these contexts.
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I. INTRODUCTION

Since its inception, the term cognitive radio has been used to refer to radio devices that are

capable of learning and adapting to their environment [1], [2]. A key aspect of any cognitive

radio is the ability for self-programming [3]. In [4], Haykin envisioned cognitive radios to

be brain-empoweredwireless devices that are specifically aimed at improving the utilization

of the electromagnetic spectrum. According to Haykin, a cognitive radio is assumed to use

the methodology ofunderstanding-by-buildingand is aimed to achieve two primary objectives,

which are permanent reliable communications and efficient utilization of the spectrum resources

[4]. With this interpretation of cognitive radios, a new eraof cognitive radios began, focusing on

dynamic spectrum sharing (DSS) techniques to improve the spectrum utilization [4]–[8]. This

led to research on various aspects of communications and signal processing required for DSA

networks [4], [9]–[24]. These included underlay, overlay and interweave paradigms for spectrum

co-existence by secondary cognitive radios in licensed spectrum bands [8].

To perform its cognitive tasks, a cognitive radio should be aware of its RF environment. It

should sense its surrounding environment and identify all types of RF activities. Thus, spectrum

sensing was identified as a major ingredient in cognitive radios [4]. Many sensing techniques have

been proposed over the last decade [25], based on matched filter, energy detection, cyclostationary

detection, wavelet detection and covariance detection [18], [26]–[31]. In addition, cooperative

spectrum sensing was proposed as a means of improving the sensing accuracy by addressing the

hidden terminal problems inherent in wireless networks in [21], [22], [25], [27], [32]–[34]. In

recent years, cooperative cognitive radios have also been considered in literature as in [35]–[38].

Recent surveys on cognitive radios can be found in [26], [39]–[41].

In addition to being aware of its environment, and in order tobe reallycognitive, a cognitive

radio should be equipped with the abilities of learning and reasoning [1], [2]. These capabilities

can be achieved through a cognitive engine which was identified as the core of a cognitive radio

[42]–[47], following the pioneering vision of [2]. A cognitive engine coordinates the actions of

the cognitive radio by applying machine learning algorithms. However, only in recent years there

is a growing interest in applying machine learning algorithms to cognitive radios [48], [49], and

these algorithms can be categorized under either supervised or unsupervised learning.

The authors in [44], [50], [51] have considered supervised learning based on neural networks
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and support vector machines for cognitive radio applications. Unsupervised learning, such as rein-

forcement learning (RL), has been considered in [52], [53] for DSS applications. The distributed

Q-learning algorithm has been shown to be effective in a certain cognitive radio application

in [54]. For example, in [55], cognitive radios used the Q-learning to improve detection and

classification performance of primary signals. Other applications of RL to cognitive radios can

be found, for example, in [56]–[59]. Recent work in [60] introduces novel approaches to improve

the efficiency of RL by adopting a weight-driven exploration. On the other hand, an unsupervised

Bayesian non-parametric learning procedure based on the Dirichlet process was proposed in

[61]. A robust signal classification algorithm was also proposed in [62], based on unsupervised

learning.

Although the RL algorithms (such as Q-learning) may providea suitable framework for

autonomous unsupervised learning, their performance in partially observable, non-Markovian

and multi-agent systems1 can be unsatisfactory [64]–[67]. Other types of learning mechanisms

such as evolutionary learning [65], [68], learning by imitation, learning by instruction [69] and

policy-gradient methods [66], [67] have been shown to outperform RL on certain problems under

such conditions. For example, the policy-gradient approach has been shown to be more efficient

in partially observable environments since it searches directly for optimal policies in the policy

space, as we shall discuss throughout this paper [66], [67].

Similarly, learning in multi-agent environments has been considered in recent years, especially

when designing learning policies for cognitive radio networks (CRN’s). For example, [70]

compared a cognitive network to a human society that exhibits both individual and group

behaviors, and a strategic learning framework for cognitive networks was proposed in [71].

An evolutionary game framework was proposed in [72] to provide adaptive learning to cognitive

users during their strategic interactions. By taking into consideration the distributed nature of

CRN’s and the interactions among the cognitive radios, optimal learning methods can be obtained

based on cooperative schemes, which helps avoid the selfish behaviors of individual nodes in a

CRN.

1A multi-agent system can be defined as a group of autonomous, interacting entities sharing a common environment, which
they perceive with sensors and upon which they act with actuators [63].
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A. Purpose of this paper

This paper discusses the role of learning in cognitive radios and emphasizes how crucial the

autonomous learning ability in realizing a real cognitive radio device. We present a survey of the

state-of-the-art achievements in applying machine learning techniques to cognitive radios. We

will focus on the special challenges that are encountered inapplying machine learning techniques

to cognitive radios. In particular, we describe different types of learning paradigms that have

been proposed in the literature as well as those that might bereasonably applied to cognitive

radios in the future. The advantages and limitations of these techniques are discussed to identify

perhaps the most suitable learning methods in a particular context or in learning a particular

aspect.

B. Organization of the paper

The remainder of this survey paper is organized as follows: Section II defines the learning

problem in cognitive radios and presents the different learning paradigms. Sections III and IV

present the unsupervised and supervised learning techniques, respectively. In Section V, we

describe the learning problem for centralized and decentralized cognitive radio systems. Section

VI presents the learning challenges in non-Markovian environments and we conclude in Section

VII.

II. NEED OF LEARNING IN COGNITIVE RADIOS

A. Definition of the learning problem

Learning is defined asthe modification of behavior through practice, training, orexperience

[73]. According to [74], the learning ability is an indispensable component of an intelligent

behavior. A practical definition for the termlearningwas given in [74] to bethe ability of creating

knowledge from the information acquired about the environment and the internal states. Based

on this definition, learning is related to the ability of synthesizing the acquired knowledge in

order to improve the future behavior of the learning agent. This makes knowledge a fundamental

component of the learning process and relates to the termcognitionwhich is defined asthe act

or process of knowingor perception[73]. In Fig. 1, we depict the relations among intelligence,
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Fig. 1. Learning is a fundamental component of intelligence. It shares a common feature with cognition, which is knowledge.

learning and cognition, and illustrate the concept of knowledge as a common feature of both

learning and cognition.

Thus, learning is indispensable to any cognitive system, and must be at the foundation of

cognitive radios. By using its learning capability, an agent can classify, organize, synthesize and

generalize information obtained from its sensors [74]. However, learning is not the unique feature

of an intelligent device which should also be aware of its surrounding environment and must be

capable of reasoning. Hence, the three main constituents ofintelligence can be identified as: 1)

perception, 2) learning and 3) reasoning [74].

We discuss, in the followings, how the above three constituents of intelligence can be realized

through cognitive radios. First,perceptioncan be achieved through the sensing measurements of

the spectrum. This allows the cognitive radio to identify ongoing RF activities in its surrounding

environment. After acquiring the sensing observations, the cognitive radio tries tolearn from

them in order to classify and organize the observations intosuitable categories. This can be

achieved through different types of learning algorithms that we discuss below in this survey.

Finally, thereasoningability allows the cognitive radio to use the knowledge acquired through

learning to achieve its objectives. These characteristicswere initially specified by Mitola in

defining the so-calledcognition cycle[1]. We illustrate in Fig. 2 an example of a simplified

cognition cycle that was proposed in [75] for designing autonomous cognitive radios, referred

to asRadiobots.
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Fig. 2. The cognition cycle of an autonomous cognitive radio, referred to as the Radiobot [75].
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Fig. 3. Supervised and unsupervised learning approaches for cognitive radios.

B. Unique characteristics of cognitive radio learning problems

Although the termcognitive radiohas been interpreted differently in different research commu-

nities [75], perhaps the most widely accepted definition is as radio that can sense and adapt to its

environment [48]. The termcognitiveimplies awareness, perception, reasoningand judgement.

However, as we have pointed out earlier, in order to make cognitive radios truly intelligent, the

learning ability must also be present [74]. Learning implies that the current actions should be

based on past and current observations of the environment [76]. This should not be confused with

reasoning which consists of observing only the current state of the environment and making the

decisions ignoring the past information [48]. Thus, the history plays a major role in the learning

process of cognitive radios and forms a fundamental factor in optimizing the cognitive radio

objectives.
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Several learning problems are specific to cognitive radio applications due to the nature of the

cognitive radios and the operating RF environments. First of all, due to the noisy observations

and sensing errors, cognitive radios usually obtain partial observations of their state variables.

The learning problem is thus equivalent to a learning process in partially observable environments

and must be addressed accordingly.

Another problem that should be considered in cognitive radio learning problems is the multi-

agent learning process. This situation arises, in particular, in CRN’s in which multiple agents try

to learn and optimize their behaviors simultaneously. Furthermore, the desired learning policy

may be based on either cooperative or non-cooperative schemes and each cognitive radio might

have either full or partial knowledge of the actions of the other cognitive users in the network.

In the case of partial observability, a cognitive radio might apply special learning algorithms to

estimate the actions of the other nodes in the network beforeselecting its appropriate actions,

as in [64].

Finally, autonomous learning methods are desired in order to enable cognitive radios to learn

in unknown RF environment. This is because, in contrast withlicensed wireless users, a cognitive

radio is supposed to operate in any available spectrum band,at any time and in any location.

Thus, a cognitive radio may not have any prior knowledge of the operating RF environment such

as the noise or interference levels, noise distribution or user traffics. Instead, it should be able

to apply autonomous learning algorithms that reveal the underlying nature of the environment

and its components. This makes the unsupervised learning a perfect candidate for the learning

problem in cognitive radio applications, as we shall point out throughout this survey paper.

To sum up, we have identified three main characteristics thatneed to be considered when

designing efficient learning algorithms for cognitive radios:

1) Learning in partially observable environments.

2) Multi-agent learning in distributed CRN’s.

3) Autonomous learning in unknown RF environments.

A cognitive radio design that embeds the above capabilitieswill be able to operate efficiently

and optimally in any RF environment.
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C. Types of learning in cognitive radios

In this survey paper, we classify the learning algorithms for cognitive radios under two main

categories: Supervised and unsupervised learning, as shown in Fig. 3. Unsupervised learning

is particularly applicable for cognitive radios operatingin alien environments. In this case,

autonomous unsupervised learning algorithms permit exploring the environment characteristics

and self-adapting actions accordingly without having any prior knowledge. However, if the

cognitive radio has prior information about the environment, it might exploit this knowledge

by using supervised learning techniques. For example, if certain signal waveform characteristics

are known to the cognitive radio prior to its operation, training algorithms would help cognitive

radios to better detect those signals. We present, in the following major learning algorithms

under each of these categories, and describe some of their applications in cognitive radios.

In [69], the two categories of supervised and unsupervised learning are defined as learning

by instructionand learning byreinforcement, respectively. A third learning regime is defined as

the learning byimitation in which an agent learns by observing the actions of similar agents

[69]. In [69], it was shown that the performance of a learningagent (learner) is influenced by its

learning regime and its operating environment. Thus, for a cognitive radio to learn efficiently,

it must adopt the best learning regime, whether it is learning by imitation, by reinforcement

or by instruction [69]. Of course, some learning regimes may not be applicableunder certain

circumstances. For example, in the absence of an instructor, the cognitive radio may not be able

to learn by instruction and may have to resort to learning by reinforcement. An effective cognitive

radio architecture is the one that can switch between different learning regimes depending on

its requirements, the available information and the environment characteristics.

III. U NSUPERVISEDLEARNING

A. Reinforcement learning (RL)

Reinforcement learning is a technique that permits an agentto modify its behavior by inter-

acting with its environment. This type of learning can be used by agents to learn autonomously

without supervision. In this case, the only source of knowledge is the feedback an agent receives

from its environment after executing an action. Two main features characterize the reinforcement

learning:trial-and-error anddelayed reward. By trial-and-error it is assumed that an agent does
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not have any prior knowledge about the environment, and it executes some actions blindly in

order to explore the environment. Thedelayed rewardis the feedback signal that an agent

receives from the environment after executing each action.These rewards can be positive or

negative quantities, tellinghow good or badan action is. The agent’s objective is to maximize

these rewards byexploiting the system.

Reinforcement learning is distinguished fromsupervised learningby not having a supervisor

to tell whether an action is correct or wrong. Therefore, thelearning agent only relies on its

interactions with the environment and tries to learn on its own. This makes the reinforcement

learning a basic algorithm for autonomous learning.

A key concept in reinforcement learning is that the agent should observe the reward for each

action in each situation. By repetition, the agent attemptsto learn to favor the actions that lead

to positive rewards, and avoids the actions that lead to negative rewards. Moreover, a learning

agent can use the reinforcement learning to choose the actions that permit avoiding certain bad

situations. After several repetitions, the agent acquiresan optimal policy and adapts its actions

and behavior to the environment.

The theory of reinforcement learning has evolved along three main threads. The first thread is

the learning bytrial and error which has its roots in the psychology of animals. This approach

goes back to1898 and has led to the revival of the reinforcement learning in the early1980’s

[77]. For example, in his analysis of animal behavior, Thorndike observed that animals tend to

reselect actions that are followed by good outcomes, and they try to avoid the actions that lead

to bad outcomes [78].

The second thread originates from the problem of optimal control and its dynamic programming-

based solution. One approach to this problem was developed in the mid1950’s by Bellman and

others by extending the theory of Hamilton and Jacobi. The dynamic programming (DP) is

found to be the most efficient solution to the optimal controlproblem. However it suffers from

what Bellman called ”the curse of dimensionality” because the complexity of DP increases

exponentially with the number of state variables. Also, it requires complete knowledge of the

system.

The third thread that led to the reinforcement learning is the temporal differenceconcept

which was first applied to learning problems by Samuel [79]. This idea consists of updating
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an evaluation function about the environment in order to improve the total reward. The three

threads that constitute the reinforcement learning were joined together in1989 by Watkins when

he developed the Q-learning algorithm [80], [81].

It should be noted that many studies used the termreinforcement learningalso to refer to

supervised learning, and this distinction should be made clear since reinforcement learning is

defined when an agent tries to learn from itsown experience by evaluating the feedback signals

that it receives after each action [82]. These feedback signals (reinforcement values) do not tell

if an action is correct or wrong. They only reveal how good or bad the action is. On the other

hand, supervised learning applies to the cases when a clear answer is available to the agent on

whether its action was correct or wrong. Usually, supervised learning consists of training the

agent for a certain duration by assigning the actions and revealing the correct answers.

The applications of reinforcement learning extend to a widerange of domains, such as robotics,

distributed control, telecommunications, economics, data mining and active gesture recognition

[82]–[84]. Recently, reinforcement learning was applied to the telecommunication field and

especially to cognitive radio. RL is found to be effective incognitive radio context because

it presents an autonomous technique to make an agent to learnand adapt to its environment,

which is a key feature of a cognitive radio. In particular, a cognitive radio can interact with

its RF environment and can try to learn by observing the consequences of its actions. This

method is useful if the cognitive radio does not have knowledge about certain parameters of its

environment, and thus, tries to learn an optimal policy thatleads to the best performance in a

given RF environment.

A reinforcement learning-based cognition cycle for cognitive radios was defined in [53], as

illustrated in Fig. 4. It shows the interactions between thecognitive radio and its RF environment.

Based on this process, the learning agent receives an observation ot of the state variablest at

time instantt. The observation is accompanied with a delayed rewardrt representing the reward

resulting from taking actionat−1 in statest−1. The learning agent uses the observationot and

the rewardrt to compute the actionat that should be taken at timet. Again, the actionat results

in a state transition fromst to st+1 and a delayed rewardrt+1. It should be noted that here the

learning agent is not passive and does not only observe the outcomes from the environment,

but can also affect the state of the system via its actions such that it might be able to drive the
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Fig. 4. Reinforcement learning cycle.

environment to a desired state that brings the highest reward to the agent.

In order to apply the above described RL procedure to cognitive radios, the learning problem

can be formulated in several ways. As a specific example, we consider the model in [85] which

assumes a primary and a secondary (cognitive) user that coexist in the same frequency band.

The primary user (PU) is assumed to use a combination of time-division and frequency-division

multiple access (TDMA, FDMA) schemes, which might result inspectral or temporal holes.

Spectrum holes are the unused spectrum opportunities. Theyconsist of frequency bands and/or

time slots that are not used by any radio transmission at a particular time and at a particular

location [8], [10]. These spectrum holes characterize the under-utilization of the frequency

spectrum and form perfect candidates for secondary use in opportunistic spectrum access [24],

[86], [87]. In the model proposed in [85], the SU is assumed toadopt an OFDM scheme such

that each subcarrier can be switched on and off individually, depending on the PU allocation. It

is assumed that the primary channel activity follows a Markov chain and the SU’s try to access

those channel resources whenever they are idle. Instead of using the dynamic programming

approach to solve the dynamic spectrum access problem basedon the Markov decision process

(MDP) framework [88], the authors in [85] use the RL algorithm to obtain the optimal solution
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of their MDP formulation. Similarly to the dynamic programming approach, the RL algorithm

leads to optimal solution to the MDP problem, yet at a lower complexity [82]. Moreover, the

RL algorithm does not require complete knowledge about the system model and can be applied

as an online learning algorithm, as described in [85].

The authors in [85] propose two problem formulations for thedynamic spectrum access prob-

lem: In the first formulation, a simplistic model is assumed which considers that the switching

cost between frequency bands is negligible. The resulting model is similar to then-armed bandit

problem and is solved by using the softmax exploration approach [82]. The softmax approach

generates stochastic policies in which an action is selected with a probability proportional to

the value of that action. In the second formulation, the authors assumed a certain switching cost

among channels and introduced a states ∈ {1, · · · , Nfb} which denotes the current sub-band

of the SU, whereNfb is the total number of available frequency bands. The problem is thus

modeled as an MDP characterized by the following parameters:

• A finite setS of states for the agent (i.e. SU).

• A finite setA of actions that are available to the agent. In particular, ineach states ∈ S,

a subsetAs ⊆ A might be available.

• A state transition probabilityp : S × A × S → [0, 1] defines the transition probability

p(s′|s, a) from states ∈ S to s′ ∈ S, after performing the actiona ∈ A.

• A reward functionr : S × A → R defining a rewardr(s, a) that the agent receives when

performing actiona ∈ A, while in states ∈ S.

The agent observes the current states and chooses an actiona for the next stage. This is done

according to the stochastic policyπ : A × S → [0, 1], whereπ(a, s) defines the probability of

taking actiona when the agent is in states. An optimum policy maximizes the total expected

rewards (i.e. the return function), which is usually discounted by a discount factorγ ∈ [0, 1) in

case of an infinite time horizon. Thus, the objective is to findthe optimal policyπ that maximizes

the return functionR(t):

R(t) = E

{ ∞
∑

k=0

γkrt+k(st+k, at+k)

}

, (1)

wherert, st andat are, respectively, the reward, state and actions at timet ∈ Z.
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In [85], the states ∈ {1, · · · , Nfb} denotes the current frequency band that the SU is using

for transmitting. According to the assumed model, the set ofavailable actions in states is

As = {a1, a2s̃, a3s̃}, wheres̃ = S\s and

• a1: perform a cycle of detection and transmission in the current frequency bands.

• a2s̃: perform a detection phase in frequency bands̃ (out-of-band detection).

• a3s̃: switch the SU system to frequency bands̃.

According to the proposed model in [85], a state transition occurs only if the actiona3s̃ is

selected. In addition, the reward functionr(a, s) is defined as follows:

r(a, s) =



















u1(s) for a = a1

u2 for a = a2s̃

u3 for a = a3s̃

, (2)

whereu1(s) is the number of radio resource goods (e.g. bits transmitted) that have been trans-

mitted in the current step, while staying in the current frequency band.u2 is the reward/cost

for performing a detection in a different frequency band.u3 is the cost of switching to another

frequency band, which can represent a negative reward (i.e.a cost) associated with any trans-

mission delay that is incurred due to switching (e.g. control data exchange overhead). Note that,

in this setup, bothu2 andu3 are independent of the current states.

Several solutions were proposed for the MDP problem by following, for example, thevalue-

iteration or the linear programmingalgorithms of [88]. The value-iteration algorithm is an

iterative algorithm that is based on the Bellman’s principle of optimality [88], [89]. This algorithm

estimates the value functionV t at a given staget in function of the value functionV t−1 at the

previous staget− 1, as follows:

V t(s) = max
a∈A

{

r(s, a) + γ
∑

s′∈S
p (s′|s, a)V t−1(s′)

}

. (3)

Puterman showed that the value-iteration algorithm guarantees that the estimated value function

is ǫ-optimal over an infinite horizon [88], [89].

On the other hand, the MDP can be solved by following the linear programming approach of
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[88] as follows:

min
∑

s∈S V (s)

s.t. 0 ≥ r(s, a) + γ
∑

s′∈S p(s′|s, a)V (s′)− V (s); ∀s ∈ S, ∀a ∈ A

The above solutions lead to optimal and near-optimal solutions to the MDP, but require knowl-

edge of the transition probabilities of the MDP. The RL algorithm, on the other hand, finds the

optimal solution to the MDP, yet without knowledge of the transition probabilities [82]. This

makes the RL algorithm a desired approach for problems with partial knowledge of the MDP

model, as in [85]. The RL algorithm in [85] is based on the temporal-difference (TD) learning

approach which updates the value of each stateV (s), after each interaction, as follows:

V (st)← V (st) + β [rt+1 + γV (st+1)− V (st)] , (4)

whereβ is a positive step-size parameter, called thelearning rate. Hence, after observing the

rewardrt+1 at timet+1, and knowing the old statest and the new statest+1, the agent updates

V (st) according to the rule described above. The obtained value function is thus used to update

the policyπ as follows:

πt(s, a) = P{at = a|st = s} =
ep(s,a)

∑

b ep(s,b)
, (5)

where p(s, a) are updated differently, depending on the type of action. Action a1 is updated

using a common update rule:

p(s, a1)← p(s, a1) + β1δt , (6)

whereβ1 is a positive step-size andδt = rt+1 +γV (st+1)−V (st). The above update rule reflects

the amount of transmitted data when the system is in states. The update rule ofp(s, a2s̃) is

defined such that it favors the exploration of less reliable states. The update rule is defined as

follows [85]:

p(s, a2s̃) = (1− ζ(s))V (s) , (7)
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whereζ(s) ∈ [0, 1] is a reliability value. Finally,p(s, a3s̃) is updated as:

p(s, a3s̃) = ζ(s) (V (s̃)−
Nfb

2
) +

Nfb

2
, (8)

whereNfb is the number of frequency bands. Thus, this rule favors the switching to frequency

bands having large number of resources and high reliabilityvaluesζ(s).

The TD algorithm is a combination of Monte Carlo and Dynamic Programming methods

[82]. Like Monte Carlo, it can learn directly from experience, without a complete model of the

system. Like Dynamic Programming, TD updates estimates based on other learned estimates

without waiting for the final outcome [82]. In particular, a simple Monte Carlo algorithm for

estimating the value of a statest can be defined as:

V (st)← V (st) + β [Rt − V (st)] , (9)

whereβ is a learning parameter,Rt =
∑∞

k=0 γkrt+k is the return function at timet andγ is a

discount factor. Obviously, the Monte Carlo method has to wait for the end of the episode (i.e.

end of the time horizon) to updateV (st). On the other hand, the TD method updatesV (st) after

the next time step as follows:

V (st)← V (st) + β [rt+1 + γV (st+1)− V (st)] (10)

The TD method has an advantage over the dynamic programming method since it does not

require a model of the environment. Also, the TD method is more suitable for online learning,

compared to the Monte Carlo method.

Moreover, it has been shown [82] that the value function in (10) converges in the mean toV π

for any fixed policyπ if β is sufficiently small, and it converges with probability1 if β satisfies

the stochastic approximation conditions below:

∞
∑

k=1

βk(a) =∞ and
∞

∑

k=1

β2
k(a) <∞, (11)

whereβk(a) is the step-size parameter used after executing actiona for the k-th time.

Another reinforcement learning algorithm that has been applied to cognitive radios was based
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on the Q-learning [54], [55], [90], [91]. This algorithm estimates the Q-values,Q(s, a) of the

joint state-action pairs(s, a). This function represents the return function of actiona when the

system is in states and is defined as:

Q(s, a) = E

{ ∞
∑

k=0

γkrt+k|st = s, at = a

}

. (12)

The Q-learning algorithm is one of the most important TD methods that was developed by

Watkins in1989 [92]. The one-stepQ-learning is defined as follows:

Q(st, at)← Q(st, at) + α
[

rt+1 + γ max
a

Q(st+1, a)−Q(st, at)
]

. (13)

The update function (13) directly approximates the optimalQ∗ value. However, it is required that

all state-action pairs need to be continuously updated in order to guaranteecorrect convergence.

This can be achieved by applying anε-greedy policy that ensures that all state-action pairs are

updated with a non-zero probability, thus leading to an optimal policy [82].

In [54], the authors applied the Q-learning to derive the interference control in a cognitive

network. The problem setup is illustrated in Fig. 5 in which multiple IEEE 802.22 WRAN cells

are deployed around a Digital TV (DTV) cell such that the aggregated interference caused by

the secondary networks to the DTV network is below a certain threshold. In this scenario, the

cognitive radio (agents) constitutes a distributed network and each radio tries to determine how

much power it can transmit so that the aggregated interference on the primary receivers does

not exceed a certain threshold level.

In this system, the secondary base stations form the learning agents that are responsible

for identifying the current environment state, selecting the action based on the Q-learning

methodology and executing it. The state of thei-th WRAN network at timet consists of three

components and is defined as [54]:

si
t = {I i

t , d
i
t, p

i
t} , (14)

whereI i
t is a binary indicator specifying whether the secondary network generates interference

to the primary network above or below the specified threshold, di
t denotes an estimate of the

distance between the secondary user and the interference contour, andpi
t denotes the current
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Fig. 5. System model of [54] which is formed of a Digital TV (DTV) cell and multiple WRAN cells.

power at which the secondary useri is transmitting. In the case of full state observability,

the secondary user has complete knowledge of the state environment. However, in the partially

observable environment, the agenti has a partial information of the actual state and uses a belief

vector to represent the probability distribution of the state values. In this case, the randomness in

si
t is only related to the parameterI i

t which is characterized by two elementsB = {b(1), b(2)},

i.e. the values of the probability mass function ofI i
t .

The set of possible actions is the setP of power levels that the secondary base station can

assign to thei-th user. The costci
t denotes the immediate reward incurred due to the assignment

of actiona in states and is defined as:

c =
(

SINRi
t − SINRTh

)2
, (15)

whereSINRi
t is the instantaneous SINR in the control point of WRAN celli.

By applying the Q-learning algorithm, the results in [54] showed that it can control the

interference to the primary receivers, even in the case of partial state observability.

In addition to the above system models in [54], [85] describing two different applications of

RL to cognitive radios, there has been many other research works that applied RL to cognitive
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radios. The popularity of RL is due to its simplicity, efficiency and perhaps, more importantly,

the ability to learn autonomously, which makes it a perfect candidate for learning methods

in unknown RF environments. For example, the authors in [86]used the multi-armed bandit

problem as a reinforcement learning method to enhance the performance of SU’s in dynamic

environments, while providing a semi-dynamic parameter tuning scheme to achieve an online

update of the multi-armed bandit parameters. The choice of the multi-armed bandit model is

to balance simultaneously between 1) exploring the external environment and 2) exploiting the

past acquired knowledge to decide which channel to access inthe opportunistic spectrum access

setup [86]. The authors in [55] proposed an RL framework based on Q-learning to identify

the presence of primary signals and to access the primary channels whenever they are found

to be idle. In particular, the proposed Q-learning algorithm in [55] identifies previously known

primary signals and learns to detect the signals which otherwise could not be detected, and helps

for efficient utilization of spectrum. The authors in [93] used the RL for routing in multi-hop

cognitive radio networks. The proposed learning techniquewas based on the Q-learning and it

permits learning the good routes efficiently.

The authors in [94] implemented a cognition cycle (CC) basedon the RL for a cognitive

secondary transmitter and a cognitive secondary receiver.The objective was to maximize the

data throughput between the cognitive transmitter and receiver and minimize the transmission

delay while avoiding the primary traffic. The authors in [94]analyzed the performance of the

proposed method and justified that RL is a promising tool to implement the CC. The authors in

[94] also investigated the effects of changes on RL parameters on network performance.

A channel selection scheme was proposed in [90] for multi-user and multi-channel cognitive

radio systems. In this paper, the SU’s avoid the negotiationoverhead by applying a multi-

agent RL (MARL) algorithm. As opposed to single-agent RL (orSARL), MARL refers to

the RL algorithms implemented on multiple agents in a multi-agent system introduced at the

beginning of Section I. A comprehensive survey of MARL is provided in [63] with detailed

discussion on the benefits and challenges of MARL. As discussed in [63], including the curse of

dimensionality and the exploration-exploitation tradeoff, several common challenges in MARL

are: 1) the difficulty of specifying a learning goal, 2) the nonstationarity of the learning problem,

and 3) the need for coordination. The proof of convergence ofthe proposed algorithm in [90] was
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also provided via similarity between the Q-learning and Robinson-Monro algorithm2 [96]. In [59],

a machine-learning technique was proposed to ensure effective opportunistic spectrum access

(OSA) in cognitive radio networks. The model in [59] uses RL to learn by interacting with the

environment. Recognizing the importance of the efficiency of a RL process for cognitive radios

and the balancing between exploration and exploitation in RL, two novel exploration schemes

were proposed in [60]. A first pre-partitioning explorationscheme that randomly partitions the

action space to ensure faster exploration was presented, followed by a second weight-driven

exploration scheme in which the action selection is influenced by the knowledge gained during

exploration. In order to provide a measure of how efficient the learning process is, the authors

in [60] defined the learning efficiency as

Learning efficiency=
Useful learning cost
Total learning cost

, (16)

where the total learning cost is the time consumed by a learning agent to finish a task, and the

useful learning cost is the time consumed to exploit the obtained optimal strategy. Simulation

results were provided in [60] to show that the learning efficiencies of both the pre-partitioning

and the weight-driven exploration schemes are significantly improved compared to the traditional

uniform random exploration scheme.

A distributed multi-agent multi-band RL based sensing policy was proposed in [57] for

ad-hoc cognitive networks. The proposed sensing policy employs secondary user (SU) local

collaborations. The goal is to maximize the amount of available spectrum found for secondary

use given a desired diversity order, i.e. a desired number ofSUs sensing simultaneously each

frequency band. The RL algorithm formulated is employed by each SU to update the local action

values. The action value is approximated by a linear function in order to reduce the dimensionality

of the spectrum sensing state-action space in a multiagent scenario, allowing computationally

efficient learning also in networks with high numbers of secondary users and different frequency

bands. The authors in [91] proposed a medium access control (MAC) protocols for autonomous

cognitive radios. The protocol is based on the Q-learning and allows learning an efficient

sensing policy in a multi-agent decentralized partially observable Markov decision process (DEC-

2Robinson-Monro algorithm is a stochastic approximation [95] method that functions by placing conditions on iterativestep
sizes and whose convergence is guaranteed under mild conditions [96].
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POMDP) [97] environment. The DEC-POMDP framework is a modelto represent multiple

agents making decisions under uncertainty. It is an extension of the partially observable Markov

decision process (POMDP) [98], [99] framework and a specificcase of a partially observable

stochastic game (POSG) [100]. The optimal solution of the POMDP was derived in [98] by

considering the POMDP as an Markov decision process (MDP) [88] with an infinite state space.

This solution was obtained by following the dynamic programming approach. However, it suffers

from high computational complexity due to the infinite dimension of the state space, which

makes it computationally intractable [101]. Hence, approximate solutions with low complexity

are usually suggested for POMDP problems in order to avoid the high complexity of the optimal

solution [54], [101]. In particular, several RL algorithmswere shown to provide efficient near-

optimal solutions to the POMDP’s, yet with low complexity [54], [102], [103].

In [104], RL was employed for learning problems in a dynamic spectrum leasing (DSL)

framework. The algorithms allows to reach an equilibrium for the proposed auction game with

both centralized and distributed cognitive networks architectures. The authors in [105] proposed

a stochastic game framework for anti-jamming defense in cognitive radios. In particular, the

minimax Q-learning [106] was used to learn the optimal secondary policy so as to maximize the

spectrum-efficient throughput. The minimax Q-learning is essentially identical to the standard

Q-learning algorithm with a minimax replacing the max in (13) [106]. The essence of minimax

is to behave so as to maximize your reward in the worst case: For sometimes, the performance

of an agent depends critically on the actions of the opponent. In the game theory literature, the

resolution to this problem is to eliminate the choice and evaluate each policy with respect to the

opponent that makes it look the worst. This performance measure prefers conservative strategies

that can force any opponent to a draw to more daring ones that accrue a great deal of reward

against some opponents and lose a great deal to others [106].Using the minimax Q-learning, the

authors in [105] made the secondary users gradually learn the optimal policy, which maximizes

the expected sum of discounted payoffs defined as the spectrum-efficient throughput. Simulation

results showed that the optimal policy obtained from the minimax Q-learning can achieve much

better performance in terms of spectrum-efficient throughput, compared to the myopic learning

policy which only maximizes the payoff at each stage withoutconsidering the dynamics of the

environment and the cognitive capability of attackers.
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B. Non-parametric Learning: The Dirichlet Process MixtureModel (DPMM)

A major challenge an autonomous cognitive radio can face is the lack of knowledge about

the surrounding RF environment, in particular, when operating in the presence of unknown

primary signals. Even in such situations, a cognitive radiois assumed to be able to adapt to

its environment while satisfying certain requirements. For example, in DSA, a cognitive radio

cannot exceed a certain collision probability with primaryusers, under any circumstance. For

this reason, a cognitive radio should be equipped with the ability to autonomously explore

its surrounding environment and to make decisions about theprimary activity based on the

observed data. In particular, a cognitive radio must be ableto extract knowledge concerning the

statistics of the primary signals based on measurements. This makes unsupervised learning an

appealing approach for cognitive radios in this context. The RL has been shown to ensure efficient

learning for cognitive radios in Markovian environments. In this section, however, we will focus

on non-parametric learning techniques [107] that do not rely on the Markovian property of the

environment, yet ensure efficient learning and adaptation.In particular, we will explore a Dirichlet

process prior based [108]–[111] technique as a framework for non-parametric learning and point

out its potentials and limitations. The Dirichlet process prior based techniques are considered

as unsupervised learning methods since they make few assumptions about the distribution from

which the data is drawn [112], [113], as can been seen from this sub-section.

First, a Dirichlet processDP (α0, G0) is defined to be the distribution of a random probability

measureG that is defined over a measurable space(Θ,B), such that, for any finite measurable

partition (A1, · · · , Ar) of Θ, the random vector(G(A1), · · · , G(Ar)) is distributed as a finite

dimensional Dirichlet distribution with parameters(α0G0(A1), · · · , α0G0(Ar)), whereα0 > 0

[112]. We denote:

(G(A1), · · · , G(Ar)) ∼ Dir(α0G0(A1), · · · , α0G0(Ar)) , (17)

whereG ∼ DP (α0, G0), denotes that the probability measureG is drawn from the Dirichlet

processDP (α0, G0). In other words,G is a random probability measurewhose distribution is

given by the Dirichlet processDP (α0, G0) [112].
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Fig. 6. One realization of the Dirichlet process.

1) Construction of the Dirichlet process:Teh [112] describes several ways of constructing

the Dirichlet process. A first method is a direct approach that constructs the random probability

distributionG based on thestick-breakingmethod. Thestick-breakingconstruction ofG can be

summarized as follows[112]:

1) Generate independent i.i.d. sequences{π′
k}

∞
k=1 and{φk}∞k=1 such that







π′
k|α0, G0 ∼ Beta(1, α0)

φk|α0, G0 ∼ G0

, (18)

where Beta(a, b) is the beta distribution whose probability density function (pdf) is given

by f(x, a, b) = xa−1(1−x)b−1

∫ 1
0

ua−1(1−u)b−1du
.

2) Defineπk = π′
k

∏k−1
l=1 (1−π′

l). We can writeπ = (π1, π2, · · · ) ∼ GEM(α0), whereGEM

stands for Griffiths, Engen and McCloskey [112]. TheGEM(α) process generates the

vectorπ as described above, given a parameterα in (18).

3) Define G =
∑∞

k=1 πkδφk
, where δφ is a probability measure concentrated atφ (and

∑∞
k=1 πk = 1).
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In the above constructionG is a random probability measure distributed according toDP (α0, G0).

The randomness inG stems from the random nature of both the weightsπk and the weights

positionsφk. A sample distributionG of a Dirichlet process is illustrated in Fig. 6, using the

steps described above in thestick-breakingmethod. SinceG has an infinite discrete support (i.e.

{φk}∞k=1), this makes it a suitable candidate for non-parametric Bayesian classification problems

in which the number of clusters is unknowna priori (i.e. allowing for infinite number of clusters),

with the infinite discrete support (i.e.{φk}∞k=1 being the set of clusters. However, due to the

infinite sum inG, it may not be practical to constructG directly by using this approach in many

applications. An alternative approach to constructG is by using either the Polya urn model [111]

or the Chinese Restaurant Process (CRP) [114]. The CRP is a discrete-time stochastic process.

A typical example of this process can be described by a Chinese restaurant with infinitely many

tables and each table (cluster) having infinite capacity. Each customer (feature point) that arrives

to the restaurant (RF spectrum) will choose a table with a probability proportional to the number

of customers on that table. It may also choose a new table witha certain fixed probability.

A second approach does not defineG explicitly. Instead, it characterizes the distribution of

the drawingsθ of G. Note thatG is discrete with probability1. The Polya urn model [111]

does not constructG directly, but it characterizes the draws fromG. Let θ1, θ2, · · · be i.i.d.

random variables distributed according toG. These random variables are independent, givenG.

However, ifG is integrated out,θ1, θ2, · · · are no more conditionally independent and they can

be characterized as:

θi|θ1, · · · , θi−1, α0, G0 ∼
K

∑

k=1

mk

i− 1 + α0
δφk

+
α0

i− 1 + α0
G0 , (19)

where {φk}Kk=1 are theK distinct values ofθi’s and mk is the number of valuesθi that are

equal toφk. Note that this conditional distribution is not necessarily discrete sinceG0 might

be a continuous distribution (in contrast withG which is discrete with probability1). The θi’s

that are drawn fromG exhibit a clustering behavior since a certain value ofθi is most likely

to reoccur with a nonnegative probability (due to the point mass functions in the conditional

distribution). Moreover, the number of distinctθi values is infinite, in general, since there is a

nonnegative probability that the newθi value is distinct from the previousθ1, · · · , θi−1. This
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conforms with the definition ofG as a probability mass function (pmf) over an infinite discrete

set. Sinceθi’s are distributed according toG, givenG, we denote:

θi|G ∼ G . (20)

2) Dirichlet Process Mixture Model (DPMM):The Dirichlet process makes a perfect candidate

for non-parametric classification problems through the Dirichlet process mixture model (DPMM).

The DPMM imposes a non-parametric prior on the parameters ofthe mixture model [112]. The

DPMM can be modeled as follows:


















G ∼ DP (α0, G0)

θi|G ∼ G

yi|θi ∼ f(θi)

, (21)

whereθi’s denote the mixture components and theyi is drawn according to this mixture model

with a density functionf given a certain mixture componentθi.

3) Data clustering based on the DPMM and the Gibbs sampling:Consider a sequence of

observations{yi}Ni=1 and assume that these observations are drawn from a mixture model. If the

number of mixture components is unknown, it is reasonable toassume a non-parametric model,

such as the DPMM. Thus, the mixture componentsθi are drawn fromG ∼ DP (α0, G0), where

G can be expressed asG =
∑∞

k=1 πkδφk
, φk’s are the unique values ofθi, and πk are their

corresponding probabilities. Denotey = (y1, · · · , yN).

The problem is to estimate the mixture componentθ̂i for each observationyi, for all i ∈

{1, · · · , N}. This can be achieved by applying the Gibbs sampling [115] method proposed in

[116] which has been applied for several unsupervised clustering problems, such as speaker

clustering problem in [117]. The Gibbs sampling is a technique for generating random variables

from a (marginal) distribution indirectly, without havingto calculate the density. As a result,

by using te Gibbs sampling, we are able to avoid difficult calculations, replacing them instead

with a sequence of easier calculations. Although the roots of the Gibbs sampling can be traced

back to at least Metropolis, Rosenbluth, Rosenbluth, Teller, and Teller (1953) [115], the Gibbs

sampling became popular after the paper of Geman and Geman (1984) [118], who studied image-

processing models. More recently, Gelfand and Smith (1990)[119] generated new interest in the
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Gibbs sampler by revealing its potential in a wide variety ofconventional statistical problems.

A good tutorial on the Gibbs sampling can be found in [120].

In the Gibbs sampling method proposed in [116], the estimates θ̂i will be sampled from the

conditional distribution ofθi, given all the other feature points and the observation vector y.

This distribution was obtained in [116] to be

θi|{θj}j 6=i,y =







θj with Pr.
fθj

(yi)

A(yi)+
∑N

l=1,l6=i fθl
(yi)

∼ h(θ|yi) with Pr. A(yi)

A(yi)+
∑N

l=1,l6=i fθl
(yi)

, (22)

whereh(θi|yi) = α0

A(yi)
fθi

(yi)G0(θi) andA(y) = α0

∫

fθ(y)G0(θ)dθ.

In order to illustrate this clustering method, consider a simple example summarizing the

process. We assume a set of mixture componentsθ ∈ R. Also, we assumeG0(θ) to be uniform

over the range[θmin, θmax]. Note that this is a worst-case scenario assumption whenever there

is no prior knowledge of the distribution ofθ, except its range. Letfθ(y) = 1√
2πσ2

e−
(y−θ)2

2σ2 .

Hence,A(y) = α0

θmax−θmin

[

Q
(

θmin−y

σ

)

−Q
(

θmax−y

σ

)]

and

h(θi|yi) =







B 1√
2πσ2

e−
(yi−θi)

2

2σ2 if θmin ≤ θi ≤ θmax

0 otherwise
, (23)

whereB = 1

Q( θmin−yi
σ )−Q( θmax−yi

σ )
. Initially, we setθi = yi for all i ∈ {1, · · · , N}. The algorithm

is described in Algorithm 1.

Algorithm 1 Clustering algorithm.

Initialize θ̂i = yi, ∀i ∈ {1, · · · , N}.
while Convergence condition not satisfieddo

for i = shuffle{1, · · · , N} do
Use Gibbs sampling to obtain̂θi from the distribution in (22).

end for
end while

If the observation pointsyi ∈ R
k (with k > 1), the distribution ofh(θi|yi) becomes too

complicated to be used in the sampling process ofθi’s. In [116], if G0(θ) is constant in a large

area aroundyi, h(θ|yi) was shown to be approximated by the Gaussian distribution (assuming that

the observation pdffθ(yi) is Gaussian). In our case, assuming a large uniform prior distribution
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Fig. 7. The observation pointsyi are classified into different clusters, denoted with different marker shapes. The original data
points are generated from a Gaussian mixture model with4 mixture components and with an identity covariance matrix.

on θ, we can approximateh(θ|y) by the Gaussian pdf. Thus, (23) becomes:

h(θi|yi) = N (yi, Σ) , (24)

whereΣ is the covariance matrix.

In order to illustrate this approach in a multidimensional scenario, we may generate a Gaussian

mixture model having4 mixture components. The mixture components have differentmeans in

R
2 and they have an identity covariance matrix. We assume that the covariance matrix is known.

We plot in Fig. 7 the results of the clustering algorithm based on DPMM. Three of the clusters

were almost perfectly identified, whereas the forth clusterwas split into three parts. The main

advantage of this technique is its ability of learning the number of clusters from the data itself,

without any prior knowledge. As opposed to heuristic or supervised classification approaches that

assume a fixed number of clusters (such as theK-mean approach), the DPMM-based clustering

technique is completely unsupervised, yet, provides effective classification results. This makes it

a perfect choice for autonomous cognitive radios that rely on unsupervised learning for decision-

making.
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4) Applications of DP to cognitive radios:The Dirichlet process has been used as a framework

for non-parametric Bayesian learning in cognitive radios in [61], [121]. The approach was

used for identifying and classifying wireless systems in [121], based on the CRP. The method

consists of extracting two features from the observed signals (in particular, the center frequency

and frequency spread) and to classify these feature points in a feature space by adopting an

unsupervised clustering technique, based on the CRP. The objective is to identify both the number

and types of primary systems that exist in a certain frequency band at a certain moment. One

application of this could be when multiple wireless systemsco-exist in the same frequency band

and try to communicate without interfering with each other.Such scenarios could arise in ISM

bands where wireless local area networks (WLAN IEEE 802.11)coexist with personal area

networks (PAN), such as Zigbee (IEEE 802.15.4) and Bluetooth (IEEE 802.15.1). In that case,

a PAN should sense the ISM band before selecting its communication channel so that it does

not interfere with the WLAN or other PAN systems. A practicalassumption, in that case, is

that individual wireless users do not know the number of the other coexisting wireless users.

Instead, these unknown variables should be learnt based on appropriate autonomous learning

algorithms. Moreover, the designed learning algorithms should account for the dynamics of the

RF environment. For example, the number of wireless users might change over time. These

dynamics should be handled by an embedded flexibility offered by non-parametric learning

approaches.

The advantages of the DP-based learning technique in [121] is that it does not rely on

training data, making it suitable for identifying unknown signals by using unsupervised learning

techniques. In this survey, we do not delve into details of choosing and computing appropriate

feature points for the particular application considered in [121]. Instead, our focus is below on

the implementation of the unsupervised learning and clustering technique.

After sensing a certain signal, the radio extracts a featurepoint that captures certain spectrum

characteristics. Usually, the extracted feature points are noisy and might be affected by estimation

errors, receiver noise, path loss, etc. Moreover, the statistical distribution of these observations

might be unknown itself. It is assumed that feature points that are extracted from a particular

system belong to the same cluster in the feature space. Depending on the feature definition,

different systems might result in different clusters that are located at different places in the feature
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space. For example, if the feature point represents the center frequency, two systems transmitting

at different carrier frequencies will result in feature points that are distributed around different

mean points.

The authors in [121] argue that the clusters of a certain system are random themselves and

might be drawn from a certain distribution. That is, not to mention the randomness in the

observed data, given a particular cluster. To illustrate this idea, assume two WiFi transmitters

located at different distances from the receiver that both uses WLAN channel1. Although the

two transmitters belong to the same system (i.e. WiFi channel 1), their received powers might

be different, resulting in variations of the features extracted from the signals of the same system.

To capture this randomness, it can be assumed that the position and structure of the clusters

formed (i.e. mean, variance, etc.) are themselves drawn from some distribution.

To be concrete, denotex as the derived feature point and assum thatx is normally distributed

(i.e. x ∼ N (µc, Σ)) with meanµc and covariance matrixΣc. These two parameters characterize

a certain cluster and are drawn from certain distribution. For example, it can be assumed that

µc ∼ N (µM , ΣM) andΣc ∼ W(V, n), whereW denotes the Wishart distribution, which can be

used to model the distribution of the covariance matrix of multivariate Gaussian variables.

In the method proposed in [121], a training process3 is required to estimate the parametersµM

andΣM . The estimation is performed by sensing a certain system (e.g. WiFi, or Zigbee) under

different scenarios and estimating the centers of the clusters resulting from each experiment

(i.e. estimatingµc). The average of allµc’s forms a maximum-likelihood (ML) estimate of the

parameterµM of the corresponding wireless system. This step is equivalent to estimating the

hyperparameters of a Dirichlet process [113]. Similar estimation method can also be performed

to estimateΣM .

The knowledge ofµM and ΣM helps identify the corresponding wireless system of each

cluster. That is, the maximum a posteriori (MAP) detection can be applied to a cluster centerµc

to estimate the wireless system that it belongs to. However,the classification of feature points

into clusters can be done based on the CRP.

3Note that the training process used in [121] refers to the cluster formation process. The training used in [121] is done without
data labeling nor human instructions, but done with the CRP [114] and the Gibbs sampling [116], thus still qualifies for the
unsupervised learning schemes.
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The classification of a feature point into a certain cluster is made based on the Gibbs sampling

applied to the CRP. The algorithm fixes the cluster assignments of all other feature points. Given

that assignment, it generates a cluster index for the current feature point. This sampling process

is applied to all the feature points separately until certain convergence criterion is satisfied. Other

examples of the CRP-based feature classification can be found in speaker clustering [117] and

document clustering applications [122].

C. Game theory-based Learning

Game theory [123] presents a suitable platform for implementing rational behavior among

cognitive radios in CRN’s. There is a rich literature on gametheoretic applications in cognitive

radio, such as in [124]–[135]. A survey on game theoretic approaches for multiple access wireless

systems can be found in [136].

Game theory [123] is a mathematical tool that implements thebehavior of rational entities in

an environment of conflict. This branch of mathematics has primarily been popular in economics,

and was later applied to biology, political science, engineering and philosophy [136]. In wireless

communications, game theory has been applied to data communication networking, in particular,

to model and analyze routing and resource allocation in competitive environments. A game

model consists of several rational entities that are denoted as the players. Each player has a set

of available actions and a utility function. The utility function of an individual player depends

on the actions taken by all the players, in general. Each player selects its strategy (i.e. action

sequence) in order to maximize its utility function. A Nash equilibrium of a game is defined

as the point at which the utility function of each player doesnot increase if the player deviates

from that point, given that the other players’ actions are fixed.

A key advantage of applying game theoretic solutions to cognitive radio protocols is in

reducing the complexity of adaptation algorithms in large cognitive networks. While optimal

centralized control is computationally prohibitive in most CRN’s, due to communication overhead

and algorithm complexity, game theory presents a platform to handle such situation, distributively

[137]. Another reason for applying game theoretic approaches to cognitive radios is the assumed

cognition in the cognitive radio behavior, which inducesrationality among cognitive radios,

similar to the players in a game.
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Several types of games have been adapted to model different situations in cognitive radio

networks [137]. For example, supermodular games [138] (thegames having an important and

useful property: there exists at least one pure strategy Nash equilibrium) are used for distributed

power control [139], [140] and rate adaptation [141]. Repeated games were applied for dynamic

spectrum access (DSA) by multiple SU’s that share the same spectrum hole [142]. In this context,

repeated games are useful in building reputations and applying punishments in order to reinforce a

certain desired outcome. The Stackelberg game model can be used as a model for implementing

cognitive radio behavior in cooperative spectrum leasing where the primary users act as the

game-leaders and secondary cognitive users as the followers [35].

Auctions are one of the most popular methods used for sellinga variety of items, ranging

from antiques to wireless spectrum. In auction games the players are the buyers who must select

the appropriate bidding strategy in order to maximize theirperceived utility (i.e., the value of the

acquired items minus the payment to the seller). The auctiongames were applied to cooperative

dynamic spectrum leasing (DSL) applications, as in [104], as well as to spectrum allocation

problems, as in [143]. The basics of the auction games and theopen challenges of auction

games to the field of spectrum management are provided in [144].

Stochastic games [145] can be used to model the greedy selfishbehavior of cognitive radios

in a cognitive radio network, where cognitive radios try to learn their best response and improve

their strategies over time [146]. In the context of cognitive radios, stochastic games are dynamic,

competitive games with probabilistic actions played by SU’s. The game is played in a sequence

of stages. At the beginning of each stage, the game is in a certain state. The SU’s choose their

actions, and each SU receives a reward that depends on both its current state and its selected

actions. The game then moves to the next stage having a new state with a certain probability,

which depends on the previous state and the actions selectedby the SU’s. The process continues

for a finite or infinite number of stages. The stochastic gamesare generalizations of repeated

games that only have one single state.

D. Threshold Learning

A cognitive radio can be implemented on a mobile device that changes location over time

and switches transmissions among several channels. This mobility and multi-band/multi-channels
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operability causes a major problem for cognitive radios in adapting to their RF environments.

A cognitive radio may encounter different noise or interference levels when switching between

different bands or when moving from one place to another. Hence, the operating parameters (e.g.

test thresholds, sampling rate, etc.) of cognitive radios need to be adapted with respect to each

particular situation. Moreover, cognitive radios may be operating in unknown RF environments

and may not have perfect knowledge of the characteristics ofthe other existing primary or

secondary signals, which require special learning algorithms to allow the cognitive radio to

explore and adapt to its surrounding environment. In this context, special types of learning can

be applied to directly learn the optimal setup of certain design and operation parameters.

Threshold learningpresents a technique that permits such dynamic adaptation of operating

parameters to satisfy the performance requirements, whilecontinuously learning from the past

experience. By assessing the effect of previous parameter values on the system performance, the

learning algorithm optimizes the parameters values in order to ensure a desired performance.

For example, when considering energy detection, after measuring the energy levels at each

frequency, a cognitive radio decides on the occupancy of a certain frequency band by comparing

the measured energy levels to a certain threshold. The threshold levels are usually designed based

on Neyman-Pearson tests in order to maximize the detection probability of primary signals, while

satisfying a constraint on the false alarm. However, in suchtests, the optimal threshold depends

on the noise level. A bad estimation of the noise levels mightcause sub-optimal behavior and

violation of the operation constraints (for example, exceeding a tolerable collision probability

with primary users). In this case, and in the absence of perfect knowledge about the noise levels,

threshold-learning algorithms can be devised to learn the optimal threshold values. Given each

choice of a threshold, the resulting false alarm rate determines how the test threshold should

be regulated to achieve a desired false alarm probability. An example of threshold learning

algorithms can be found in [147] where a threshold learning process was derived for optimizing

spectrum sensing in cognitive radios. The resulting algorithm was shown to converge to the

optimal threshold that satisfies a given false alarm probability.
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IV. SUPERVISED LEARNING

Unlike the unsupervised learning techniques discussed in the previous section that may be

used in alien environments without having any prior knowledge, supervised learning techniques

are generally used in certain familiar/known environments, with prior knowledge about the

characteristics of the environment. In the following, we introduce some of the major supervised

learning techniques that have been applied to the cognitiveradio literature.

A. Artificial Neural Network (ANN)

The work on ANN has been motivated by the recognition that human brain computes in an

entirely different way compared to the conventional digital computers [148]. A neural network

is defined to bea massively parallel distributed processor made up of simple processing units,

which has a natural propensity for storing experiential knowledge and making it available for

use [148]. An ANN resembles the brain in two respects [148]: 1) knowledge is acquired by

the network from its environment through a learning process, and 2) interneuron connection

strengths, known as synaptic weights, are used to store the acquired knowledge.

Some of the top beneficial properties and capabilities of ANN’s includes: 1) nonlinearity fitness

to underlying physical mechanisms; 2) adaptive to minor changes of surrounding environment;

3) in the context of pattern classification, the ANN providesinformation not only about which

particular pattern to select, but also the confidence in the decision made. However, the disad-

vantages of ANN’s is that 1) they require a large diversity oftraining for real-world operations,

which can lead to excessive hardware necessities and efforts; 2) the training outcome of an ANN

can sometimes be nondeterministic and depend crucially on the choice of initial parameters.

Various applications of ANN to cognitive radios can be foundin recent literature [149]–[154].

The authors in [149] proposed the use of Multilayered Feedforward Neural Networks (MFNN)

as a technique to synthesize performance evaluation functions in cognitive radios. The benefit of

using MFNNs is that they provide a general-purpose black-box modeling of the performance as a

function of the measurements collected by the cognitive radio; furthermore, this characterization

can be obtained and updated by a cognitive radio at run-time,thus effectively achieving a certain

level of learning capability. The authors in [149] also demonstrated the concept in several IEEE
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802.11 based environments to show how these modeling capabilities can be used for optimizing

the configuration of a cognitive radio.

In [150], the authors proposed an ANN-based cognitive engine that learns how environmental

measurements and the status of the network affect its performance on different channels. In

particular, an implementation of the proposed Cognitive Controller for dynamic channel selection

in IEEE 802.11 wireless networks was presented. Performance evaluation carried out on an

IEEE 802.11 wireless network deployment demonstrated thatthe Cognitive Controller is able to

effectively learn how the network performance is affected by changes in the environment, and

to perform dynamic channel selection thereby providing significant throughput enhancements.

In [151], an application of a Feedbackward ANN in conjunction with the cyclostationarity-

based spectrum sensing was presented to perform spectrum sensing. The results showed that

the proposed approach was appropriate to detect the signalsunder considerably low signal-to-

noise ratio (SNR) environment. In [152], the authors designed a channel status predictor using

a MFNN model. The authors argued that their proposed MFNN-based prediction is superior

to the hidden Markov model (HMM) based approaches, by pointing out that the HMM based

approaches require a huge memory space to store a large number of past observations with high

computational complexity.

In [153], the authors proposed a methodology for spectrum prediction by modeling licensed

user features as a multivariate chaotic time series, which is then given as input to an ANN,

that predicts the evolution of RF time series to decide if theunlicensed user can exploit the

spectrum band. Experimental results show a similar trend between predicted and observed values.

This proposed spectrum evolution prediction method was done by exploiting the cyclostationary

signal features to construct a RF multivariate time series that contain more information than the

univariate time series [155], in contrast to most of the modeling methodologies which focus on

the univariate time series prediction [156].

In [154], a feedforward ANN-based automatic modulation classification (AMC) algorithm was

applied for signal sensing and detection of primary users incognitive radio environments. An

eight-dimension feature was used as inputs to the feedforward network, and 13 neurons at the

output layer corresponding to the number of targets: 12 analog and digital modulation schemes

and noise signal. The results showed the high recognition-success rate of the proposed classifier
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in additive white Gaussian noise (AWGN) channels. However,the classification performance for

AWGN channels with fading and other types of channels were not provided.

B. Support Vector Machine

The Support Vector Machine (SVM), developed by Vapnik and others [157], [158], is used for

many machine learning tasks such as pattern recognition andobject classifications. The SVM

is characterized by the absence of local minima, the sparseness of the solution and the capacity

control obtained by acting on the margin, or on other dimension independent quantities such

as the number of support vectors [157], [158]. SVM based techniques have achieved superior

performances in a wide variety of real world problems due to their generalization ability and

robustness against noise and outliers [159].

The basic idea of SVM’s is to map the input vectors into a high-dimensional feature space in

which they become linearly separable. The mapping from the input vector space to the feature

space is a non-linear mapping which can be done by using kernel functions. Depending on the

application different types of kernel functions can be used. A common choice for classification

problems is the Gaussian kernel which is a polynomial kernelof infinite degree. When performing

classification, a hyperplane which allows for the largest generalization in this high-dimensional

space is found. This is so-called a maximal margin classifier. As shown in Fig. 8, there could

be many possible separating hyperplanes between the two classes of data, but only one of them

allows for the a maximum margin. A margin is the distance froma separating hyperplane to

the closest data points. These closest data points are namedsupport vectors and the hyperplane

allowing for the maximum margin is called an optimal separating hyperplane. The interested

reader is referred to [160], [161] for insightful coverage of SVM’s.

Many applications of SVM’s to cognitive radio can be found incurrent literatures, including

[44], [51], [159], [162]–[168]. Most of the applications ofthe SVM in cognitive radio context,

however, has been in performing signal classifications.

In [165], for example, a MAC protocol classification scheme was proposed to classify con-

tention based and control based MAC protocols in an unknown primary network based on

SVMs. To perform the classification in an unknown primary network, the mean and variance of

the received power are chosen as two features for the SVM. TheSVM is embedded in a cognitive
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Fig. 8. A diagram showing the basic idea of SVM: optimal separation hyperplane (solid red line) and two margin hyperplanes
(dashed lines) in a binary classification example; Support vectors are bolded.

radio terminal of the secondary network. A TDMA and a slottedAloha network were setup as

the primary networks. Simulation results showed that TDMA and slotted Aloha MAC protocol

could be effectively classified by the cognitive radio terminal and the correct classification rate

is proportional to the transmission rate of the primary networks, where the transmission rate

for the primary networks is defined as the new packet generating/arriving probability in each

time slot. The reason why the correct classification rate increases when the transmission rate

increases is the following: for slotted Aloha network, the higher transmission rate brings the

higher collision probability, and thus the higher instantaneous received power captured by a

cognitive radio terminal; for TDMA network, however, thereis no relation between transmission

rate and instantaneous captured received power. Therefore, when the transmission rates of the

primary networks both increase, it makes a cognitive radio terminal easier to differentiate TDMA

and slotted Aloha.

SVM classifiers can not only be a binary classifier as shown itsapplication in the previous

exmaple, but also it can be easily used as multi-class classifiers by treating aK-class classification

problem asK two-class problems. For example, in [166] the authors presented a study of multi-
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class signal classification based on automatic modulation classification (AMC) through SVMs.

A simulated model of an SVM signal classifier was implementedand trained to recognize

seven distinct modulation schemes; five digital (BPSK, QPSK, GMSK, 16-QAM and 64-QAM)

and two analog (FM and AM). The signals were generated using realistic carrier frequency,

sampling frequency and symbol rate values, and realistic Raised- cosine and Gaussian pulse-

shaping filters. The results show that the implemented classifier correctly classifies signals with

high probabilities.

We summarize the discussed unsupervised learning techniques discussed in Section III and

supervised learning techniques discussed in this section in the table shown in Fig. 9, with their

suitable applications.
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Fig. 9. A summary of the unsupervised and supervised learning techniques discussed in this survey with their common
applications.
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V. CENTRALIZED AND DECENTRALIZED LEARNING IN COGNITIVE RADIO

Since noise uncertainties, shadowing, and multi-path fading effects limit the performance of

spectrum sensing, when the received primary SNR is too low, there exists a SNR wall, below

which reliable spectrum detection is impossible in some cases [169], [170]. If SU’s cannot detect

the primary transmitter, while the primary receiver is within the SU’s transmission range, a hidden

terminal problem occurs [171], [172], and the primary user’s transmission will be interfered with.

By taking advantage of diversity offered by multiple independent fading channels (multiuser

diversity), cooperative spectrum sensing improves the reliability of spectrum sensing and the

utilization of idle spectrum [173], [174], as opposed to non-cooperative spectrum sensing.

In centralized cooperative spectrum sensing [173], [174],a central controller collects local

observations from multiple SU’s, decides the spectrum occupancy by using decision fusion rules,

and informs the SU’s which channels to access. In distributed cooperative spectrum sensing [41],

[175], on the other hand, SU’s within a cognitive radio network exchange their local sensing

results among themselves without requiring a backbone or centralized infrastructure. On the other

hand, in the non-cooperative decentralized sensing framework, no communications are assumed

among the SU’s [176].

In [177], the authors showed how various centralized and decentralized spectrum access

markets (where cognitive radios can compete over time for dynamically available transmis-

sion opportunities) can be designed based on a stochastic game (introduced in Section III-C)

framework and solved using the proposed learning algorithm. The authors in [177] proposed

a learning algorithm to learn the following information in the stochastic game: state transition

model of other SU’s, the state of other SU’s, the policy of other SU’s, and the network resource

state. The proposed learning algorithm was similar to Q-learning. However, the main difference

between this algorithm and Q-learning is that the former explicitly considers the impact of

other SU actions through the state classifications and transition probability approximation. The

computational complexity and performance are also presented in [177].

In [104] the authors proposed and analyzed both a centralized and a decentralized decision-

making architecture with reinforcement learning for the secondary cognitive radio network. In

this work, a new way to encourage primary users to lease theirspectrum is proposed: the

SU’s place bids indicating how much power they are willing tospend for relaying the primary
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signals to their destinations. In this formulation, the primary users achieve power savings due

to asymmetric cooperation. In the centralized architecture, a secondary system decision center

(SSDC) selects a bid for each primary channel based on optimal channel assignment for SU’s.

In the decentralized cognitive radio network architecture, an auction game-based protocol was

proposed, in which each SU independently places bids for each primary channel and receivers

of each primary link pick the bid that will lead to the most power savings. A simple and

robust distributed reinforcement learning mechanism is developed to allow the users to revise

their bids and to increase their rewards. The performance results show the significant impact

of reinforcement learning in both improving spectrum utilization and meeting individual SU

performance requirements.

In [178], the authors considered dynamic spectrum access among cognitive radios from an

adaptive, game theoretic learning perspective, in which cognitive radios compete for channels

temporarily vacated by licensed primary users in order to satisfy their own demands while

minimizing interference. For both slowly varying primary user activity and slowly varying

statistics of fast primary user activity, the authors applied an adaptive regret based learning

procedure which tracks the set of correlated equilibria of the game, treated as a distributed

stochastic approximation. The proposed approach is decentralized in terms of both radio aware-

ness and activity; radios estimate spectral conditions based on their own experience, and adapt

by choosing spectral allocations which yield them the greatest utility. Iterated over time, this

process converges so that each radio’s performance is an optimal response to others’ activity.

This apparently selfish scheme was also used to deliver system-wide performance by a judicious

choice of utility function. This procedure is shown to perform well compared to other similar

adaptive algorithms. The results of the estimation of channel contention for a simple CSMA

channel sharing scheme was also presented.

In [179], the authors proposed an auction framework for cognitive radio networks to allow

SUs to share the available spectrum of licensed primary users fairly and efficiently, subject to

the interference temperature constraint at each PU. The competition among SU’s was studied by

formulating a non-cooperative multiple-PU multiple-SU auction game. The resulting equilibrium

was found by solving a non-continuous two-dimensional optimization problem. A distributed

algorithm was also developed in which each SU updates its strategy based on local information
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to converge to the equilibrium. The proposed auction framework was then extended to the more

challenging scenario with free spectrum bands. An algorithm was developed based on the no-

regret learning to reach a correlated equilibrium of the auction game. The proposed algorithm,

which can be implemented distributively based on local observation, is especially suited in

decentralized adaptive learning environments. The authors demonstrated the effectiveness of the

proposed auction framework in achieving high efficiency andfairness in spectrum allocation

through numerical examples.

There has always been a trade-off between the centralized and decentralized control for radio

networks in general. This is also true for cognitive radio networks. While the centralized scheme

ensures efficient management of the spectrum resources, it often suffers from signaling and

processing overhead. On the other hand, a decentralized scheme can reduce the complexity of

the decision-making in cognitive networks. However, radios that act according to a decentralized

scheme adopt a selfish behavior and try to maximize their own utilities, at the expense of the sum

utility of the network, leading to an overall network efficiency. This problem can become more

severe especially when considering heterogeneous networks in which different nodes belong to

different types of systems and have different objectives (usually conflicting objectives). To resolve

this problem, [180] proposes a hybrid approach for heterogeneous cognitive radio networks where

the wireless users are assisted in their decisions by the network center. At some states of the

system, the network manager imposes his decisions on users in the network. In other states, the

mobile nodes may take autonomous actions in response to the information sent by the network

center. As a result, the model in [180] avoids the completelydecentralized network, due to the

inefficiency of the non-cooperative network. Nevertheless, a large part of the decision-making

is delegated to the mobile nodes to reduce the processing overhead at the central node.

In the problem formulation of [180], the authors consider a wireless network composed ofS

systems that are managed by the same operator. The set of all serving systems is denoted by

S = {1, · · · , S} and it corresponds to different serving systems. Since the throughput of each

serving system drops in function of the distance of between the mobile and the base station, the

throughput of a mobile changes within a given cell. To capture this variation, each cell is split

into N circles of radiusdn (n ∈ N = {1, · · · , N}). Each circle area is assumed to have the same

radio characteristics. In this case, all mobile systems that are located in circlen ∈ N and are
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served by systems ∈ S achieve the same throughput. The network state matrix is denoted by

M ∈ F , whereF = N
N×S. The (n, s)-th elementMs

n of the matrixM denotes the number of

users with radio conditionn ∈ N which are served by systems ∈ S in the circle. The network

is fully characterized by its stateM, but this information is not available to the mobile nodes

when the radio resource management (RRM) is decentralized.In this case, by using theradio

enablerproposed by IEEE 1900.4, the network reconfiguration manager (NRM) broadcasts to

the terminal reconfiguration manager (TRM) an aggregated load information that takes values

in some finite setL = {1, · · · , L} indicating whether the load state at mobile terminals are

either low, medium or high. The mappingf : M 7→ L specifies a macro-statef(M) for each

network micro-stateM. This state encoding reduces the signaling overhead, whilesatisfying

the IEEE 1900.4 standards which state thatthe network manager side shall periodically update

the terminal side with context information[181]. Given the load informationl = f(M) and the

radio conditionn ∈ N , the mobile makes its decisionPn,l ∈ S, specifying which system it will

connect to, and the user’s decision vector is denoted byPl = [P1,l · · · , PN,l] ∈ P.

The authors in [180] find the association policies by following three different approaches:

1) Global optimum approach.

2) Nash equilibrium approach.

3) Stackelberg game approach.

The global optimum approach finds the policy that maximizes the global utility of the network.

However, since it is not realistic to consider that individual users will seek the global optimum,

another policy (corresponding to the Nash equilibrium) is obtained such that it maximizes the

users’s utilities. Finally, a Stackelberg game formulation was developed for the operator to control

the equilibrium of its wireless users. This leads to maximizing the operator’s utility by sending

appropriate load informationl ∈ L.

The authors analyzed the network performance under these three different association policies.

They demonstrated by means of Stackelberg formulation, howthe operator can optimize its

global utility by sending appropriate information about the network state, while users maximize

their individual utilities. The resulting hybrid architecture achieves a good trade-off between the

global network performance and the signaling overhead, which makes it a viable alternative to

be considered when designing cognitive radio networks.

40



Non-

Markov

EA’s
Policy-

search

MDP

Value-

function 

approach
RL

Solution Approaches for MDP
Solution Approaches for non-Markovian

Problems

Fig. 10. Different approaches for solving Markovian and non-Markovian problems.

VI. L EARNING IN NON-MARKOVIAN ENVIRONMENTS

While reinforcement learning (RL) can lead to an optimal policy for the Markov decision

process (MDP) problem, different studies have shown that evolutionary algorithms (EA’s) can

outperform the RL in non-Markovian environments [65], [68], compared to thevalue-function

method [66], [67]. Non-Markovian environments arise in different situations, such as in the

partially observable MDP (POMDP) problem. In addition, [65]–[67] suggested that methods

that adoptpolicy-searchalgorithms also have higher advantage in non-Markovian tasks. These

methods search directly for optimal policies in the policy space, without having to estimate the

actual states of the systems [66], [67]. By adopting gradient search algorithms, these methods

allow updating certain policy vector to reach optimality (might be local optima). Moreover,

the value-function approach has several limitations: First, it is restricted to obtain deterministic

policies. Second, any small changes in the estimated value of an action can cause that action

to be, or not to be selected [66]. This would affect the optimality of the resulting policy since

optimal actions might be eliminated due to an underestimation of their value functions. We

illustrate in Fig. 10 the adequate solution methods that should be applied under each of the

Markovian and non-Markovian frameworks discussed above.

To illustrate the policy-search approach, we give a brief overview of policy-gradient algorithms,

as described in [67]. Consider a class of stochastic policies that are parameterized byθ ∈ R
K . By

computing the gradient with respect toθ of the average reward, the policy could be improved

by adjusting the parameters in the gradient direction. To beconcrete, assumer(X) to be a

reward function that depends on a random variableX. Let q(θ, x) be the probability of the event
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{X = x}. The gradient with respect toθ of the expected performanceη(θ) = E{r(X)} can be

expressed as:

∇η(θ) = E

{

r(X)
∇q(θ, x)

q(θ, x)

}

. (25)

An unbiased estimate of the gradient can be obtained via simulation by generatingN indepen-

dent identically distributed (i.i.d.) random variablesX1, · · · , XN that are distributed according

to q(θ, x). The unbiased estimate of∇η(θ) is thus expressed as:

∇̂η(θ) =
1

N

N
∑

i=1

r(Xi)
∇q(θ, Xi)

q(θ, Xi)
. (26)

By the law of large numbers,̂∇η(θ) → ∇η(θ) with probability one. Note that the quantity
∇q(θ,Xi)
q(θ,Xi)

is referred to as thelikelihood ratio or score function. By having an estimate of the

reward gradient, the policy parameterθ ∈ R
K can be updated by following the gradient direction,

such that:

θk+1 ← θk + αk∇η(θ) , (27)

for some step sizeαk.

Note that, the estimation of the gradient∇η(θ) is not straight-forward, especially in the

absence of simulators that generate theXi’s. To resolve this problem, special algorithms can be

designed to obtain reasonable approximations of the gradient. A straight-forward approach is to

modify some elements in the parameter vectorθ ∈ R
k and to observe its effect on the reward

r(X). This is known as the Monte-Carlo method, but it is prohibitively inefficient for most of

the problems.

VII. CONCLUSION

In this survey paper, we have characterized the learning problem in cognitive radios and stated

the importance of machine learning in developing real cognitive radios. We have presented the

state-of-the-art learning methods that are applied to cognitive radios and classified those methods

under supervised and unsupervised learning. A descriptionof the major learning algorithms was

provided, and we presented their related applications in the cognitive radio domain. We also

showed some of the challenging learning problems for cognitive radios and we showed their
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possible solution methods.
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