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Abstract—Hankel rank reduction (HRR) is a method that, by prearranging the data in a Hankel matrix and performing rank reduction via singular value decomposition, suppresses the noise of a time-history vector comprised of the superposition of a finite number of sinusoids. In this letter, the HRR method is studied for performing clutter suppression in synthetic aperture radar (SAR)-based vibrometry. Specifically, three different applications of the HRR method are presented. First, resembling the SAR slow-time signal model, the HRR method is utilized for separating a chirp signal immersed in a sinusoidal clutter. Second, using simulated airborne SAR data with 10 dB of signal-to-clutter ratio, the HRR method is applied to perform target isolation and to improve the results of an SAR-based vibration estimation algorithm. Finally, the vibrometry approach combined with the HRR method is validated using actual airborne SAR data.

Index Terms—Discrete fractional Fourier transform (DFrFT), Hankel rank reduction (HRR), synthetic aperture radar (SAR), vibration estimation.

I. INTRODUCTION

The Hankel rank reduction (HRR) method [1]–[3] is a method for clutter suppression that has been extensively used in a high-frequency (HF) ground-wave radar [3]–[5]. Specifically, the HRR method was developed as a response to the target detection problem in ocean waters, in which the echoes from the HF radar exhibit high levels of ocean clutter [1]–[3]. Particularly, the HRR method exploits the fact that the ocean clutter can be modeled as a combination of narrowband time-varying signals [3], [4]. Therefore, the ocean clutter can be suppressed by performing singular value decomposition (SVD) of a Hankel matrix of time series data [3].

In parallel, in recent works, the discrete fractional Fourier transform (DFrFT) has proved to be an effective remote-sensing tool for vibration estimation of ground targets in the synthetic aperture radar (SAR) images [6]–[10]. The ability to remotely sense structural vibrations of objects, such as bridges, buildings, and vehicles, can bear vital information about the type, operating conditions, and integrity of these objects. The most appealing characteristic of the DFrFT-based vibrometry approach is that it can be used to retrieve the acceleration time history (waveform), in the range direction, of a vibrating object imaged by an SAR. Therefore, this remote vibrometry technique enables the study of any kind of complex vibration, including chirp-like and multicomponent vibrations. In order to do this, the vibrating object’s phase history signal contained in an SAR image is processed using the DFrFT in a sliding-window fashion. In this way, the object’s instantaneous acceleration is estimated by retrieving the parameters of the chirp modulation (micro-Doppler effect) induced by the objects in each window (subaperture) [6]. However, a major limitation of this vibrometry technique is that it performs poorly when either the signal-to-clutter ratio (SCR) or the signal-to-noise ratio (SNR) decreases below 15 dB [8]–[10].

In this letter, we combine both the HRR method and the DFrFT to provide an effective tool for vibration estimation in moderate clutter-level environments. We consider as a moderate clutter an environment where the target can still be distinguished from its surroundings, but the clutter content is high enough to corrupt its SAR signal and, therefore, affect vibration estimation. Under this assumption, the range line corresponding to the SAR phase history of the vibrating object can be isolated by analyzing the magnitude of the complex SAR image (a large magnitude difference is exhibited between the range line corresponding to the target and the range lines corresponding to its surroundings). Specifically, we exploit the fact that the clutter that surrounds a ground target is mainly static. Hence, it naturally complies with the assumptions made in the HRR framework for ocean clutter suppression.

There are several models that have been reported for representing the clutter in SAR images [11]. Generally speaking, these can be classified as parametric or nonparametric models, which can be generated by a speckle model, a product model, or by empirical distributions [11]. In this letter, we limit our study to three specific cases of clutter. First, we analyze the performance of the HRR technique when a simple chirp signal is contaminated with a narrow-band multicomponent sinusoidal clutter. This emulates the type of clutter that static scatterers produce in the SAR signal model (4). Second, in order to emulate the speckle of a ground field, we synthesize an SAR image using (4) with spatially distributed-gamma clutter, and we compare the performance of our proposal with the DFrFT approach alone. Finally, we use actual airborne SAR data of a vibrating target immersed in a desert clutter to demonstrate the efficacy of the proposed approach.

II. HANKEL RANK REDUCTION METHOD

Let \( s[n] \), \( n = 1, \ldots, N \) be a sampled signal composed of \( m \) superimposed sinusoids, whose instantaneous frequencies...
vary slowly with time. Then, the Hankel matrix of size \((N - L + 1) \times L\) of the time series \(s[n]\) can be written as

\[
H = \begin{pmatrix}
\vdots & \vdots & \ddots & \vdots \\
s[N - L + 1] & s[N - L + 1] & \ldots & s[N]
\end{pmatrix}
\]  

(1)

where \(L \ll N\) and \(L\) is of order \(3m\). It has been demonstrated that when the instantaneous frequencies of the sinusoids do not vary significantly over \(L\) time steps, the rank of \(H\) will be close to \(2m\) [1]. On the other hand, if the instantaneous frequencies are strongly time-varying, \(H\) will be full rank. By means of SVD, the Hankel matrix \(H\) can be expressed as

\[
H = USV^T = \sum_{j=1}^{P} \sigma_j u_j v_j^T
\]

(2)

where \(S = \text{diag} (\sigma_1, \ldots, \sigma_P)\) and \(\sigma_1, \ldots, \sigma_P\) are the singular values of \(H\) in the decreasing order of magnitude, and \(U\) and \(V\) are matrices containing the left- and right-singular vectors, \(u_j\) and \(v_j\), \(j = 1, \ldots, P\), respectively. If the instantaneous frequencies of the sinusoids do not present significant variations and if the intensity of the noise is moderate or low, then the most of the power of the signal \(s[n]\) will be concentrated in the largest \(K\) singular values. Then, the \(P - K\) smallest singular values can be neglected and \(H\) can be approximated by

\[
\tilde{H} = U_1 S_1 V_1^T = \sum_{j=1}^{K} \sigma_j u_j v_j^T.
\]

(3)

Since \(\tilde{H}\) contains an ordered time structure, similar to that of \(H\) in (1), an approximation of \(s[n]\) (after rank reduction) can be constructed by concatenating the first row with the last column of \(\tilde{H}\). In this way, for cases in which the true signal \(s[n]\) is contaminated with additive clutter and noise, one can recover a cleaner version of \(s[n]\) whenever the singular values of these perturbations have a magnitude less than the largest \(K\) singular values of \(s[n]\) [1]–[5].

III. SAR SIGNAL MODEL

Let \(\sigma_i\) be the magnitude of the complex reflectivity of the \(i\)th scatterer. Let \(r_i[n]\) be the projection of the vibration displacement on the line of sight from the scatterer to the airborne SAR sensor. The range-compressed phase history signal collected by the radar at a given range line [6] can be written as

\[
x[n] = \sum_i \sigma_i[n] \exp \left( j \left[ \phi_i + y_i f_s n - \frac{4 \pi f_c}{c} r_i[n] \right] \right) + \omega[n]
\]

(4)

where \(y_i\) is the cross-range position of the \(i\)th scatterer, \(f_s\) is an imaging factor, \(f_c\) is the carrier frequency, \(c\) is the propagation speed of the pulse, and \(\phi_i\) is a constant phase term. For a static scatterer, the term \(r_i[n]\) is constant [6]. This model corresponds to the slow-time signal or demodulated pulse, after applying polar-to-rectangular resampling, correcting for cell migration, and applying autofocus. The two assumptions of this model are that the change of an aspect angle in the SAR flight geometry is considered small, and that the phase modulation induced by a time-varying term \(y_i\) can be neglected, since, generally, the distance from the patch center to the midaperture is in the order of tens of kilometers. This model is useful for representing the radar return of any scatterer in the scene, including clutter and vibrating objects. However, it makes difficult the task of estimating the vibration waveform of an object, since vibrating objects are usually surrounded by other static objects that produce a sinusoidal clutter with spatial-dependent frequencies. Instead, the DFrFT is applied for estimating the chirp rate of a second-order Taylor approximation of (4) for a point target [6]. Let \(r_d[m]\), \(v_d[m]\), and \(a_d[m]\) be the position, speed, and acceleration of the vibrating target, respectively. Let \(f_{\text{prf}}\) be the pulse repetition frequency of the SAR and consider a subaperture of \(N_w\) samples. Then, in [6], the SAR phase history of a vibrating point target can be expressed as

\[
x[n] \approx \sigma \exp \left( j \left[ \phi - \frac{4 \pi f_c}{c} r_d[m] + \left( y_f y - \frac{4 \pi f_c}{c f_{\text{prf}}^2} a_d[m] \right) n \right] \right) + \omega[n]
\]

\[
- \frac{2 \pi f_c}{c f_{\text{prf}}^2} a_d[m] n^2 \right) + \omega[n]
\]

(5)

In this manner, the vibration waveform can be estimated from (5) by retrieving the chirp parameter \(2 \pi f_c a_d[m] / (c f_{\text{prf}}^2)\) using a sliding-window approach and assuming \(a_d[m]\) to be constant in each window \(N_w\). However, since (5) does not account for the return of static scatterers (clutter) as (4), then the performance of the DFrFT-vibrometry technique becomes susceptible to the clutter that surrounds the vibrating object.

IV. APPLICATIONS

A. Chirp Signal and Sinusoidal Clutter

First, we consider the case in which the HRR method is applied to isolate a linear chirp signal, \(s[n]\), from the sinusoidal clutter, \(c[n]\). This is particularly interesting, because normally in airborne SAR, the signal of interest (SOI) for vibrometry is a linear chirp (produced by the vibrating object) and the surrounding objects act as the sinusoidal clutter. For this experiment, the SOI was a complex-linear chirp of amplitude 1, 0 phase, and frequency ranging from 5 to 10 Hz. The additive sinusoidal clutter was generated as

\[
c[n] = \frac{1}{4} \sum_{f=4}^{11} \exp( j 2 \pi f n + \phi) , \quad \phi \sim U[-\pi, \pi].
\]

(6)

The signals were generated for 2 s at a sampling rate of 2 kHz. The clutter parameters used in (6) were intentionally chosen to interfere with the frequency range of the chirp signal. The HRR method was applied using a Hankel matrix of order 128 and preserving the two most significant singular values. As can be observed in Fig. 1(a) and (b), the HRR method is capable of isolating the chirp signal from the sinusoidal clutter with the similar spectral content. The appropriate number of singular values for the reconstruction was selected
B. Application of HRR on Simulated SAR Data

As a second application, the capability of the HRR method for removing the clutter of moderate level from simulated SAR data is studied. The SAR system parameters used in this simulation experiment are listed in Table I. The SAR data are synthesized using a point target that vibrates at 5 Hz with an amplitude of 1 cm as an element of study (i.e., 5-Hz sinusoidal acceleration of 9.86 m/s$^2$). The SAR signal model utilized for this experiment is (4). On top of the simulated SAR image, spatially distributed-gamma clutter is added at a SCR of 10 dB, and white noise is added at an SNR of 30 dB. The SCR and SNR values are selected in accordance with previous studies that have shown that the standard DFrFT-based vibrometry technique performs poorly for SCR $\leq 15$ dB while the SNR is high (SNR $\geq 30$ dB) [8]–[10]. Once the simulated SAR image is formed, the HRR method is applied to the slow-time data of the complex-SAR image, considering a matrix order of 128 [see Fig. 1(c)] and the spectrum of a matrix of order 512 [see Fig. 1(d)]. Therefore, this also determines the number of singular values to preserve.

Fig. 2 presents a comparison among the original complex SAR image before and after applying the HRR method. (a) SAR image without clutter (reference). (b) SAR image using HRR. (c) SAR image without HRR. (d) SAR image with HRR. (e) SAR image without clutter (reference). (f) SAR image with HRR.
TABLE I
SAR SYSTEM PARAMETERS USED IN THE SIMULATION

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel dimension</td>
<td>0.25 × 0.25m²</td>
</tr>
<tr>
<td>Nominal resolution</td>
<td>0.3 × 0.3m²</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>f_c = 16GHz</td>
</tr>
<tr>
<td>Sent pulse bandwidth</td>
<td>f_0 = 454MHz</td>
</tr>
<tr>
<td>Pulse duration</td>
<td>t_p = 2 × 10^{-3}s</td>
</tr>
<tr>
<td>Length of the synthetic aperture</td>
<td>L = 284m</td>
</tr>
<tr>
<td>Plane velocity</td>
<td>V_a = 250m/s</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>2.760MHz</td>
</tr>
<tr>
<td>Pulse repetition frequency</td>
<td>f_{PRF} = 450Hz</td>
</tr>
<tr>
<td>SNR</td>
<td>30dB</td>
</tr>
<tr>
<td>SCR</td>
<td>10dB</td>
</tr>
</tbody>
</table>

Fig. 3. Acceleration signal of a target vibrating at 5Hz from the simulated SAR data using the DFrFT-based vibrometry approach: (a) Recovered waveform without applying the HRR method, (c) Recovered waveform applying the HRR method, (e) Actual acceleration of the target. Magnitude spectrum of the acceleration signals: (b) Not using the HRR method, (d) Using the HRR method, (f) Spectrum of the actual acceleration of the target.

partially recovered. Particularly, the RMSE between the range-compressed SOI before applying the HRR and the reference [see Fig. 2(b) and (f)] is 1.39 × 10^{-3}, and the RMSE between the range-compressed SOI after applying the HRR and the reference [see Fig. 2(d) and (f)] is 0.80 × 10^{-3}. Then, following the DFrFT-based vibrometry algorithm described in [6], the instantaneous acceleration signal can be estimated from the rang-compressed phase history SOI by applying the DFrFT using a sliding-window approach. For this purpose, we employed the recommend DFrFT parameters for the estimation of low-frequency vibrations [6], [8]. Specifically, a sliding window of 40 samples, an upsampling factor of 4, and a zoom-in factor of 4 were employed in the aforementioned algorithm. The results of applying the DFrFT-based vibrometry algorithm are shown in Fig. 3. As can be observed, preprocessing the data with the HRR method allows one to retrieve a significantly less corrupted acceleration signal.

In fact, as it is shown in Fig. 3, the dominant frequency component of 5 Hz can clearly be estimated from the magnitude spectrum when applying the HRR method. Specifically, the RMSE between the recovered acceleration signal without using the HRR and the reference [see Fig. 3(a) and (e)] is 3.66, and the RMSE between the recovered acceleration after using the HRR and the reference [see Fig. 3(c) and (e)] is 1.87. These results demonstrate that the HRR method is a useful tool for dealing with scenarios in which the clutter surrounding the vibrating object has a moderate intensity.

C. Application of HRR on Real SAR Data

In the last case of study, the HRR method is tested using the real SAR data that were acquired by the Lynx-SAR system of General Atomics Aeronautical Systems at Borrego Springs, CA, USA. The Lynx-SAR system parameters used in the flight test are summarized in Table II. The analyzed vibrating target was a rocking quad corner reflector that vibrated at 3.48 Hz. This target was immersed in a desert-clutter environment (approximately 30 dB of SCR), as shown in Fig. 4(a).

![Image](image_url)
Using the same DFrFT approach used in [6], the acceleration signal was retrieved from the range-compressed phase history of the SAR images [see Fig. 4(a) and (b)]. As standard parameters for estimating low-frequency vibrations [6], [8], a sliding window of 40 samples, an upsampling factor of 4, and a zoom-in factor of 4 were employed in the DFrFT algorithm. For this experiment, a Hankel matrix of order 128 was constructed, and only the three most significant singular values were preserved in the rank reduction. The vibrometry results are presented in Fig. 4(b)–(f). As can be observed, when the data are prepossessed using the HRR, the recovered acceleration signal of the target is less noisier than that of the normal case. Furthermore, as can be seen in Fig. 4(b), HRR preprocessing can also be employed to effectively isolate the target from clutter, which is very appealing for target recognition tasks.

V. CONCLUSION
In this letter, the HRR method was applied to SAR images and to the DFrFT-based vibrometry approach for performing clutter suppression. The obtained results demonstrate that the HRR method can effectively be exploited for isolating chirp signals from a sinusoidal clutter. Specifically, it is possible to isolate the vibrating targets from clutter when the HRR method is applied to slow-time SAR data. Moreover, when a vibrating target is embedded in a moderate clutter environment, preprocessing the slow-time SAR data with the HRR method improves the quality of the recovered acceleration signal via the DFrFT. Finally, it is important to remark that the order of the Hankel matrix and the number of singular values to preserve depend on the characteristics of the perturbation affecting the SOI. On the one hand, the order of the Hankel matrix is proportional to the extension of the transition region in the singular value spectrum, which may be useful for separating coupled time-domain features between the signal and the clutter. However, as a consequence of increasing the order of the Hankel matrix, a greater number of singular values will be required to properly approximate the SOI. On the other hand, heuristics and prior knowledge of the SCR can be used for determining which subspace is most reliable to be reconstructed. When the SCR is moderate or high, the most significant singular values of an SVD decomposition of a Hankel matrix are highly likely to belong to the SOI. However, in the case when the SCR is low, the most significant singular values are likely to be part of the clutter, and clutter reconstruction may be more reliable than the reconstruction of the SOI. In this case, an estimation of the SOI can be obtained by subtracting the estimated clutter from the contaminated signal.
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