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Abstract

Wireless sensor networks (WSNs) technology has been identified as one of the key

innovations for the 21st century. WSNs consist of many up to thousands of small

inexpensive lightweight distributed sensors which are capable of sensing and monitor-

ing the physical world. With the recent developments of mobile sensor nodes either

as mobile robots or unmanned autonomous vehicles, adding mobility to provide dy-

namic on-demand performance is becoming attractive in sensor networks. WSNs

have unique advantages over other existing networks which make them suitable for

many real world applications, due to certain factors such as ad hoc deployment, cost

effectiveness and self-organization. However, efficient usage of WSNs in many appli-

cations is impeded by a plethora of challenges due to several limiting factors such
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as finite node energy, low processing capabilities at nodes, and unreliable and im-

perfect wireless communication channels. In this dissertation, we investigate major

problems in a resource limited wireless sensor network for detection and estimation,

in signal processing and communication perspectives. Specific problems addressed

in the dissertation can be categorized as follows:

1. Power management under correlated observations

2. Distributed node scheduling for sequential inference

3. Impact of node mobility on detection and dynamic state estimation in mobility

assisted sensor networks

The dissertation is started by focusing on efficient power management in dis-

tributed detection and estimation with correlated local observations. In most po-

tential applications, once deployed WSNs need to work unattended for a long time.

Since sensor nodes are equipped with finite energy supplies, power management is

considered to be a core issue in designing a WSN. Also, in a practical densely de-

ployed sensor network, it is more likely that the observation noise is dependent across

sensor nodes. The performance analysis under correlated observations is analytically

complex compared to that with independent observations. We explore optimal power

scheduling techniques with correlated observations under different practical correla-

tion models.

Among all possible power consumption modes, the transmission power is the most

dominant in a sensor node. A large communication power is consumed in a tradi-

tional centralized data/decsion fusion since nodes have to communicate with a central

fusion center. On the other hand, the reliability of centralized data fusion architec-

ture depends on the robustness of the fusion center for failure. Hence, distributive

approaches for data fusion are desirable in power constrained sensor networks. In the
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second part of the dissertation, a distributed sequential methodology is proposed for

parameter estimation in a stationary sensor network in which nodes are assumed to

exchange information locally via noisy communication channels. Distributed algo-

rithms for node selection in the sequential estimation process were developed taking

the trade-off between information gains and the communication costs into account.

As far as a static sensor network is considered, the performance is basically deter-

mined by its initial configuration. Even if a all-static network meets the performance

quality requirement at the initial deployment stage, it does not adapt to unpre-

dictable dynamics in the network conditions, such as coverage holes caused by node

failures or changing dynamics of the phenomenon being sensed over time. Recently

mobile sensor nodes are proposed to be deployed in wireless sensor network appli-

cations to provide dynamic on-demand performance. However, deploying a large

number of mobile nodes in a sensor network is expensive due to energy consumption

of mobile nodes compared to that of static sensor nodes. In this dissertation, the cost

of deploying mobile nodes is investigated in terms of the required node density to

achieve desired performance measures. Several important performance measures in

target detection in a mobility assisted sensor network were derived assuming random

and independent node mobility models. In situations where random node mobility

models are inefficient, it is required to navigate mobile nodes purposefully to com-

pensate for the lack of performance resulted in a all-static network. To that end, a

new interactive distributed protocol, collaborating among static and mobile nodes,

for node mobility management is proposed to improve the coverage over time in an

efficient manner. The worst case performance in detecting mobile targets is derived

in terms of the exposure.

Contrast to continuous movements for target detection, due to energy constraints,

it may be desired to keep mobile nodes stationary until a target is detected with a

certain confidence level, or useful statistics regarding the target locations are available
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under stationary configuration. We develop two decision fusion architectures for a

hybrid sensor network when nodes are allowed to move only if necessary depending

on the application requirements. Moreover, the cost of allowing nodes to be mobile is

investigated analytically in terms of the minimum fraction of mobile nodes required

to achieve desired performance gains under certain constraints.

Estimation of the state of a moving target is an another important application of

wireless sensor networks. In the last part of the dissertation, we address the problem

of non-linear/non-Gaussian dynamic state estimation by hybrid sensor networks.

The node mobility is exploited to improve the tracking quality dynamically as target

moves.
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Chapter 1

Overview of the Dissertation

“Not everything that counts can be counted, and not everything that can be counted

counts”-Albert Einstein

1.1 Introduction

Recent advances in low-power micro sensors, integrated circuits and wireless com-

munication technologies have enabled the development of wireless sensor networks

(WSNs) [15, 28, 33, 85] for wide variety of applications. Sensor networks are capable

of information gathering, processing and dissemination in diverse and hostile envi-

ronments. WSNs have unique advantages over other existing networks which make

them suitable for many real world applications, due to certain factors such as ad

hoc deployment, cost effectiveness and self-organization However, efficient usage of

WSNs in many applications is impeded by a plethora of challenges. Basically these

sensor nodes are to be deployed in hostile environments, for example in military ap-

plications or environment monitoring applications, with unattended for a long time.

Thus power management is considered as a core issue in designing WSNs. On the
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other hand, maintaining connectivity and networking functions among geographically

dispersed sensor nodes is going to be another field of study in WSNs. Resource con-

straints of a typical WSN include limited node energy, slow processors, small memory

sizes and limited bandwidth. When mobile nodes are embedded with static nodes,

a set of problems has to be solved in terms of the cost and energy for locomotion

in addition to that for sensing, processing and communication. These factors make

the WSNs technology an active research area in the community in communication,

signal processing and networking aspects.

Some active areas of recent research in WSNs include distributed detection/estimation,

data/decision fusion, node scheduling, node connectivity, wireless communication via

imperfect channels and resource management. In this dissertation we address several

challenges in a mobility assisted sensor network for detection and estimation with

respect to signal processing and communication aspects. Major contributions of the

dissertation are summarized in the following.

1.2 Main Contributions

1.2.1 Optimal power scheduling for distributed detection

and estimation in stationary sensor networks with cor-

related observations:

Previous research in detection and estimation by stationary sensor networks under

resource constraints has mainly focused on independent local observations [6,22,24,

60, 98, 147, 148]. However, when sensor nodes are densely deployed, node observa-

tions are spatially correlated in a practical sensor network [25, 69, 138]. In [25], it

was shown how dense the sensor network should be for the dependence among ob-
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servations to be increased. With correlated observations, the performance analysis

is not analytically tractable compared to that with independent observations. In

the dissertation, we propose several approaches to find the optimal power alloca-

tion in a distributed sensor network under correlated observations at local nodes.

To obtain the optimal power allocation analytically in terms of network parameters

for distributed detection, we derive an easy-to-optimize upper bound for the fusion

error probability under certain correlation models. The proposed optimal power

scheduling scheme with the derived upper-bound can be implemented distributively

with a small feedback from the fusion center. With arbitrary correlation models, we

propose numerical-based algorithm for optimal power scheduling based on particle

swarm optimization. We investigate the performance reduction when the decision

rules are implemented considering conditional independent assumption when the ob-

servations are actually correlated. For the distributed estimation with correlated ob-

servations using non-orthogonal communication channels, we derive the large system

performance measures at the fusion center. Moreover, the optimal power scheduling

schemes with orthogonal as well as multiple access channels are derived to maintain

a desired performance level at the fusion center in estimating static parameters.

1.2.2 Distributed node selection schemes for sequential esti-

mation over noisy communication channels in station-

ary sensor networks:

In distributed sensor networks, due to energy limitations and failure tolerance prop-

erties, centralized data/decision fusion may not be desirable always. On the other

hand, in centralized data/decision fusion, a large communication power is consumed

at each node since nodes have to communicate with a central fusion center. In this

dissertation, we investigate the problem of efficient data fusion with inter-node com-
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munication. In particular, we propose a distributed sequential methodology for static

parameter estimation in a stationary sensor network in which nodes update estimator

sequentially based on their own observations and information received from previ-

ous nodes. In the sequential estimation process, we assume noisy communication

channels among nodes in contrast to most existing work with perfect communication

channels in sequential analysis. In such a sequential process not all nodes among

all available sensor nodes provide useful information which improves the accuracy of

the estimator. This motivates to find the set of nodes with proper ordering which

improves the estimator performance as the sequential process continues. However,

due to the distributed nature, the optimal set of nodes should be found without

having explicit knowledge of measurements residing at each nodes since otherwise it

needs a large communication burden to exchange measurements among nodes. Also

it can be shown that finding such optimal set of nodes is computationally complex

as the network size is large. To that end, we propose distributed algorithms for node

selection in the sequential estimation process which can be implemented having only

partial information on some parameters at neighboring nodes at each node, but still

without much deviating from the optimal performance.

1.2.3 Trade-off between mobile node density and detection

performance measures in hybrid sensor networks with

random mobility models:

As far as a static sensor network is considered, the performance is limited by its

initial network configuration. For example, to achieve a 𝑘-coverage in a random

sensor network, with a network size of 𝐿, the sensor node density should be increased

as 𝑂(log𝐿+𝑘 log log𝐿) [136] at the initial stage. On the other hand, even a all-static

network meets the performance quality requirement at the initial deployment stage,
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it does not adapt to unpredictable dynamics in network conditions such as coverage

holes caused by node failures, or changing dynamics of the phenomenon being sensed

over time. Recently mobile sensor nodes are deployed in wireless sensor network

applications to provide dynamic performance. However, deploying a large number of

mobile nodes in a sensor network is expensive due to energy consumption compared

to that with static sensor nodes. We investigate the cost of deploying mobile nodes in

terms of the node density required to achieve desired performance measures. For this

discussion we assume random node mobility, which is reasonable assumption when it

requires the minimum coordination among nodes and is justifiable in scenarios where

mobile nodes do not have a priori information on the sensing field.

1.2.4 Distributed protocol for mobile node navigation in a

hybrid sensor network:

Although random mobility models are desirable in many situations since they need

minimum coordinations among nodes, they might not be ideal to provide an efficient

coverage in a hybrid sensor network consisting of both static and mobile nodes. In

a hybrid sensor network, it is cost effective if the node mobility is exploited only to

compensate for the lack of performance resulted in all-static network. We propose

a new interactive distributed protocol for node mobility management in a hybrid

network such that the time that an arbitrary point in the sensing region is uncovered

by at least one node, is minimized. The proposed protocol can be implemented

distributively collaborating among static and mobile nodes in the local neighborhood.
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1.2.5 Worst-case detection performance in hybrid sensor

networks:

One of the fundamental problems in target detection is exposure which measures how

well the region is covered by sensor nodes. This measure is important to diagnose

the weaknesses of the coverage patterns of a sensor network in target detecting. We

propose an efficient sequential technique to find the exposure to reflect the worst-case

detection performance, using graph-theoretic techniques. The proposed algorithm is

valid for arbitrary node mobility models.

1.2.6 Decision fusion models for hybrid sensor networks to

detect randomly located targets:

Since using mobile nodes in a hybrid sensor network for continuous movements might

be expensive due to energy constraints, it may be desired to keep mobile nodes sta-

tionary until a target is detected with certain confidence level, or useful statistics

regarding the target locations are available under stationary configuration. In such

scenarios, mobile nodes are allowed to move only if it is necessary to improve the

detection performance. We develop a theoretical framework for decision fusion incor-

porating measurement uncertainties for such applications when the target location is

random. Specifically two decision fusion models are proposed. The cost of allowing

nodes to be mobile is explored in terms of the minimum set of mobile nodes required

to move to reach at a desired performance level.
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1.2.7 Distributed tracking algorithm using particle filters

with reactive mobility:

Estimation of the state of moving targets is an another important application of

wireless sensor networks which has been attracted much attention by signal pro-

cessing community. The Bayesian approach provides the general framework to solve

dynamic state estimation problems, in which the key is to construct the probability

density function (pdf) of the underlying state vector based on the available observa-

tions. When the state dynamics and observation models are linear and Gaussian, the

optimal Bayesian estimator is given by well known Kalman filter [105]. However, in

most real world applications, dynamic state estimation problems are non-linear and

non-Gaussian. Under the Bayesian approach, for non-linear and non-Gaussian prob-

lems, obtaining the optimal solution in closed-form is not tractable. Use of particle

filtering for solving non-linear/non-Gaussian dynamic state estimation problems is

becoming an attractive in which the required pdfs are represented as a set of random

sampling. Use of particle filters for target tracking applications is addressed by many

authors in static sensor networks in different contexts [21, 35, 41, 54, 100, 101]. How-

ever, a less effort is made for target tracking in mobility assisted sensor networks.

We develop a cluster-based distributed tracking algorithm based on particle filters

in hybrid sensor networks with reactive mobility. The key feature in the proposed

tracking algorithm is that the predicted target locations are covered dynamically to

the desired coverage level exploiting node mobility.

1.3 Dissertation Outline

An introduction to wireless sensor networks focusing on signal processing and com-

munication aspects is given in Chapter 2. Chapters 3 and 4 explore the optimal power
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management techniques for detection and estimation in stationary sensor networks

with correlated observations considering different communication architectures. In

Chapter 5 we propose a distributed sequential methodology for estimation of a ran-

dom parameter incorporating distributed node selection algorithms. In Chapter 6,

we derive analytical formulas for different performance measures which are important

in designing hybrid sensor networks consisting of both static and mobile nodes, un-

der random node mobility models. Specifically, we investigate the trade-off between

the mobile node density and the performance measures under certain constraints.

Chapter 7 proposes a novel distributed protocol for node mobility collaborating with

static and mobile nodes such that the uncovered area by static nodes will be covered

in an efficient manner as time progresses. Chapter 8 develops an efficient sequential

methodology to find the worst-case detection performance in a hybrid sensor network,

in terms of the exposure when a target tries to escape the sensing region without being

detected. In Chapter 9, we propose two decision fusion models for target detection

incorporating measurement uncertainties for hybrid sensor networks to enhance the

detection performance, if a target is detected by the stationary configuration with

a certain confidence level. Chapter 10 provides a distributed cluster-based tracking

algorithm in a hybrid sensor network with reactive node mobility. In Chapter 11, we

conclude the dissertation providing some future work.
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Wireless Sensor Networks

2.1 Introduction

A wireless sensor network is a collection of densely deployed small, low-cost and low-

power sensor nodes which are capable of collecting and disseminating environmental

data. These sensor nodes are equipped with one or multiple sensing units, local

processor with limited processing and wireless transceiver which enables wireless

communication. Upon deployment, the sensor nodes organize themselves to form a

connected network to perform the required tasks.

These small sensor nodes are capable of processing and intelligently analyzing

local observations. To combine locally processed data at multiple sensor nodes,

nodes communicate with neighboring nodes or with a separate fusion center over

wireless channels to exchange information.
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2.2 Static and Mobile Sensors

2.2.1 Static sensors

A typical sensor node used in wireless sensor networks is capable of performing (i).

sensing, (ii). On-board processing, and (iii). Wireless communication. With current

technological trends, sensing units, processors, and communication devices of sensor

nodes are getting much smaller and cheaper compared to that with sensor networks in

early ages. These sensor nodes can be deployed on ground, in the air, under water, on

bodies of vehicles and inside buildings in either stationary or mobile configurations

depending on the requirement and the possibilities. The initial deployment may

be systematic (e.g. equi-space in a grid) or random depending on certain factors

such as reachability and the cost of deployment. For example, a smart Dust optical

mote, built by Dust Inc., Berkeley, CA, can be deployed by dropping to float to the

ground [33].

Sensing

A sensing unit of a sensor node consists of one or multiple onboard sensors such as

passive: acoustic, seismic, video, IR, magnetic or active: radar, ladar sensors [33].

Fig. 2.1 (a) illustrates an example sensing unit by crossbow, 𝑀𝑇𝑆300. 𝑀𝑇𝑆300

sensor board has a variety of sensing modalities including light, temperature and

acoustic and it can be used with the mote MICAz by crossbow (in Fig. 2.1 (b)) [1].

Processing and communication

A typical sensor node is associated with a programmable processor board with RF

transceiver, which enables wireless communication. An example processor/radio

10
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(a). MTS300 sensing 
board

(b). MICAz mote

Source: http://www.xbow.com

Figure 2.1: Sensing unit and transceiver/processor unit of a typical sensor node

board of MICAz mote by crossbow is shown in Fig. 2.1 (b). MICAz mote by

crossbow is associated with IEEE 802.11.15.4 compliant RF transceiver and Atmel

ATmega 128L low power micro-controller [1].

2.2.2 Mobile sensors

By mobile sensors we mean unmanned autonomous vehicles (UAV) or mobile robots

equipped with various sensor nodes. With the technological advances in networking
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and low cost high endurance electro-mechanical systems, it is now practical and

relatively inexpensive to deploy robot vehicles for autonomous sensing and data

collection in a broad area [155]. Example applications of mobile nodes are XYZ, [83],

robomote, [116] and flip based sensors (which can jump only once) [27].

2.3 Data/Decsion Fusion Architectures

When spatially separated individual nodes collect observations on the phenomenon

of interest (PoI) and process them locally, the processed local information should be

efficiently combined to provide the best interpretation of the PoI. To perform the

data/decison fusion task in sensor networks, several architectures are employed.

2.3.1 Centralized data/decsion fusion

In a centralized fusion architecture, individual nodes transmit their locally processed

data to a separate fusion center as shown in Fig. 2.2. The fusion center combines

the summaries of observations received from local sensor nodes in an efficient way

to provide a meaningful interpretation to the PoI. In this architecture, high level

processing at local nodes may not necessary. However, nodes may require a large

communication power.

2.3.2 Distributed data/decsion fusion

Centralized decison/data fusion encounters several problems in a distributed sensor

network under strict resource constraints. Since power consumption in wireless com-

munication dominates the power consumption in processing and sensing [15] at a

sensor node, the centralized architecture consumes a significant portion of the avail-

12
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Active nodes Sleeping nodes

Fusion
center

Figure 2.2: Centralized data/decision fusion architecture with a fusion center

able node energy. On the other hand, the reliability of such architectures depends

on the robustness of the central fusion center. Distributed architectures, in which

nodes communicate locally to exchange their information to make the final deci-

sion are more robust and efficient in terms of saving communication power. One

such architecture is sequential communication as shown in Fig. 2.3, in which nodes

communicate sequentially until a desired performance level is reached.

2.4 Applications

Wireless sensor networks are becoming a reality in many military and commer-

cial applications. Current and potential applications of wireless sensor networks

13
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Starting node

Nodes participating the 
decision process

Nodes not- participating the 
decision process

Destination
node

Figure 2.3: Distributed sequential data/decision fusion architecture

include, military sensing, environmental and habitat monitoring, infrastructure se-

curity, physical security, traffic surveillance, video surveillance, industrial and manu-

facturing automation, distributed robotics, environmental monitoring, building and

structures monitoring, industrial sensing, traffic control, home automation and

telemedicine [85,117,127,148]. In the following, we discuss some of these applications

in detail.

∙ Military applications: Similar to advances in many other technologies, research

and developments in sensor networks have been driven initially by military ap-

plications. For example, in early ages, sound surveillance systems consisting

of acoustic arrays were deployed at strategic locations on the ocean bottom to

detect and track submarines. More advanced techniques similar to the same

14
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strategy were later used for monitoring events (e.g. earthquake and animal

activity) in the ocean [33]. Sensor networks in various forms are used in mili-

tary applications to monitor intruders or unauthorized activities. When sensor

networks are used to monitor battlefields, adapting to dynamic environments,

and network information processing under severe resource constraints are key

challenges to be addressed.

∙ Habitat/environmental monitoring: Apart from military applications, sensor

networks are becoming attractive in many commercial and civilian applica-

tions. In [85], researchers from UCB/Intel laboratory have shown that habitat

monitoring is a driver application of wireless sensor networks. They have de-

ployed a mote-based tiered sensor network on Great Duck Island, Maine to

monitor the behavior of storm petrel. Another potential application of sensor

networks is to monitor environmental conditions such as temperature, pres-

sure and humidity. Sponsored by the government of Brazil, a very large scale

sensor network consisting of different types of interconnected sensors including

radar, image and environmental sensors, is deployed to provide environmental

monitoring, drug trafficking monitoring and air traffic control for the Amazon

Basin [64].

∙ Industrial applications: Industrial sensing applications of sensor networks in-

clude for example, monitoring machine conditions through determination of

vibration or lubrication levels and deploying remote sensing nets to perform

quality control tests on automate production and assembly lines.

∙ Traffic control: Another application area of sensor networks is vehicle traffic

monitoring. When video cameras are used to monitor road segments with heavy

traffic, due to cost of deploying them, traffic monitoring may be limited to few

critical points. Cheap sensor nodes with embedded networking capabilities

may be potential candidates that can be deployed at every road intersections
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to count vehicle traffic. By communicating among neighboring nodes, a global

traffic picture can be developed eventually, which can be queried by human

operators or automatic controllers [33].

∙ Health applications: Sensor networks consisting of bio-medical sensors are po-

tential candidates in health monitoring applications such as Glucose level mon-

itoring, organ monitoring and cancer detectors. Other applications in this cat-

egory include monitoring and tracking patients and doctors inside a hospital.

2.5 Challenges

In spite of the applicability of wireless sensor networks in a wide variety of applica-

tions, sensor networks pose a number of unique technical challenges which impede

the deployment of many of the envisaged applications due to several factors [33,47]:

∙ Energy limitations: Sensor nodes are equipped with a finite source of energy.

When a sensor network is initially deployed, in most cases, it does not have

human intervention. Replenishment of power sources in such networks may be

impossible or difficult. In a sensor node, the main areas of power consumption

are processing and communicating while the communication power dominates

the processing power. It is a challenging problem to optimally utilize the

available energy to perform the required task.

∙ Ad hoc deployment: In most applications, sensor nodes are to be deployed in

regions where no infrastructure at all. For example, in military applications,

sensor networks are deployed by dropping or throwing sensors into the sensor

field. Under these scenarios, sensor nodes need to self organize to maintain

optimal coverage and connectivity.
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∙ Dynamic changes: Sensor networks need to be adaptable to changing network

conditions over time. For example, network conditions are changing over time

compared to that with at the initial stage of deployment. It is necessary to

better cope with changing network conditions and dynamically varying on-

demand requirements to facilitate required functions.

∙ Reliability and fault tolerance: It is important to maintain the reliability of

the network after the initial deployment. For example, node failures may occur

due to lack of power, physical damages or environmental interferences. The

sensor network should be able to sustain network functionalities without any

interruption due to node failures and other network faults.

2.6 Signal Processing Aspects and Research Di-

rections

While sensor networks are used in a wide variety of different applications, they share

a common set of technical issues in terms of signal processing and communication.

According to signal processing perspectives, main tasks carried out by a wireless

sensor network can be categorized as detection, classification, and estimation (static

as well as dynamic states).

Some of the research areas in sensor networks can be listed as follows:

∙ Local processing: When distributed nodes make observations on the PoI, it is

necessary to process them locally with the available limited processing capa-

bilities of sensor nodes to produce a summary of the observations. One such

approach is to quantize the observations to a finite number of messages prior

to being transmitted to the fusion center [148]. For detection problems, it was
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shown that [128], performing threshold tests on local likelihood ratios at sensor

nodes is optimal with independent local observations but not true for corre-

lated observations. Design of local processing schemes at sensor nodes under

different network conditions is addressed by [48, 90].

∙ Collaborative signal processing: When spatially distributed individual nodes

make observations on the PoI, they should be properly intergraded in such

a manner that the maximum benefits are achieved utilizing scarce network

resources efficiently. Collaborative signal processing in distributed detection,

estimation and tracking is addressed in the literature in different contexts.

Collaborative signal processing with a central fusion center under power and

bandwidth constraints is addressed by [3, 6, 10, 22, 24, 60, 61, 69, 88, 90, 111,119,

125,143,148,152,153] and [9,39,45,58,60,61,73,81,82,87,93,94,107,108,124,141],

while [34,56,63,119,123,156,157] addressed in terms of the distributed sequen-

tial processing. However, most of these existing work addressed collaborative

signal processing in stationary sensor networks.

∙ Sensor scheduling and deployment: Initial deployment of nodes to maximize

the network performance is important in designing sensor networks. In [62,80,

135,150,158], initial node deployment strategies in resource constrained sensor

networks are addressed in different contexts. Sensor scheduling is another

important research direction, in which nodes switch between active and sleep

modes periodically as desired, extending the node lifetime.

∙ Mobility assisted sensor networks: To cope with the challenges due to dy-

namically changing network conditions and for on-demand applications af-

ter initial deployment, an alternative solution is to add mobility into typ-

ical stationary sensor networks. Use of node mobility to reposition sensor

nodes to provide a uniform coverage at the initial deployment stage was ad-

dressed by [27, 57, 135, 136, 146, 158]. Use of node mobility for continuous cov-
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erage/capacity improvements is addressed by [51,79,86]. However, the perfor-

mance gain achieved by adding node mobility depends on certain factors such

as mobility patterns, cost of adding mobility and dynamics of the phenomenon

being sensed. It is of interest to investigate the trade-off among these factors

for efficient use of node mobility in mobility assisted sensor networks.
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Power Management for Detection

with Correlated Observations

3.1 Introduction

Distributed detection is one of the fundamental tasks performed by a wireless sen-

sor network (WSN). In distributed detection with a central fusion center, each node

in the network sends a summary of its observation to the fusion center. The local

processing to produce a summary of observations at distributed nodes can be a form

of lossy compression or simple relaying. The fusion center makes use of partially

processed data from local nodes to make the final decision. Since only a summary of

observations is transmitted, decentralized detection has the potential to extend the

lifetime of the sensor network at the expense of some performance reduction. The

fusion performance of a decentralized detection system in a low power stationary

WSN is limited by resource constraints, namely power and bandwidth. In a typi-

cal WSN, communication and computing capabilities of sensor nodes can be limited

due to various design considerations such as finite energy and limited available band-
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width. For example, it may be impractical to replace or recharge the batteries due to

cost and operating environment considerations. Therefore, the power management

is considered to be a core issue in designing a WSN.

Distributed detection and fusion in stationary sensor networks under resource

constraints have been considered by many authors [3,4,6,22–24,26,59–61,95]. These

have studied the fusion performance under given power or bandwidth constraints on

the network. For example, in [22], it was shown that when the network is subjected to

a joint power constraint, having identical sensor nodes (i.e. all nodes using the same

transmission scheme) is asymptotically optimal for binary decentralized detection.

When the whole system is subjected to a total average power constraint, [59] showed

that it is better to combine as many as not-so-good local decisions as possible rather

than relying on a few very good local decisions in the case of deterministic signal

detection. The optimal power scheduling for distributed detection in a WSN with in-

dependent observations has recently been considered in [153], where an optimal power

allocation scheme was developed with respect to the so-called 𝐽-divergence perfor-

mance index. Neyman-Pearson detection of correlated random signals is addressed

in [120] where the performance is analyzed via error exponent using the large devia-

tions principle. Distributed detection using multiple access channels was considered

in [78] with both synchronous and asynchronous transmissions. Distributed detec-

tion based on counting rules at the fusion center was addressed by [133] in which

distributed nodes make likelihood ratio testing with a constant threshold among

nodes.

However, most of the work on distributed detection under resource constraints

discussed above considered independent observations at local sensor nodes. In prac-

tice, when nodes are densely deployed node observations can be spatially corre-

lated [25, 44, 74, 132]. In this Chapter, we address the problem of how to optimally

allocate the node power (we consider only transmit power) for detection of a constant
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signal in a stationary sensor network with independent as well as correlated obser-

vations while keeping a certain performance level at the fusion center. We consider

a WSN consisting of a fusion center and an 𝑛 number of spatially distributed sensor

nodes. The distributed nodes collect observations corrupted by Gaussian noise and

perform amplify-and-forward (AF) local processing to compute a local message that

is transmitted to the fusion center. The wireless channel between the nodes and the

fusion center is assumed to undergo fading.

First we consider the case where the local observations are independent and derive

the optimal power allocation scheme analytically. For the correlated observations, we

derive the exact, as well as an upper bound for the fusion error probability that is easy

to optimize when the local observation correlations are sufficiently small. Based on

the derived upper bound, the optimal power allocation scheme is found analytically.

Next, we use Particle Swarm Optimization (PSO), which is a numerical technique

based on the movement and intelligence of particles of a swarm, to numerically find

the optimal power allocation scheme for arbitrarily correlated Gaussian observations.

As we will show, according to the optimal power allocation scheme that conserves

total power spent by the whole WSN, nodes with poor observation quality and/or

bad channels are turned off while the other nodes transmit locally processed data

to the fusion center. We will show that when local signal-to-noise ratio (SNR) is

large, only a small number of nodes needs to be active to achieve the required fusion

error performance while a relatively large number of nodes should be active when the

local SNR is small. We also observe that the optimal power allocation scheme has

considerably better performance over that with the uniform power allocation scheme

specifically when the number of nodes in the network is large. It is also verified that

the results obtained via PSO-based numerical method closely match with analyti-

cal results under the same network conditions when the observations are i.i.d.. We

also investigate the performance of the analytical power allocation scheme derived
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under the conditionally independent assumption in a network when observations

are actually correlated. It can be seen that for large correlations, the conditionally

independent assumption degrades the performance significantly compared to the per-

formance of PSO-based method for correlated observations. It is also noted that the

power allocation schemes, obtained analytically for independent observations and for

correlated observations based on the derived probability bound, can be implemented

distributively with a small feedback from the fusion center provided that the channel

state information is available at nodes.

The remainder of this Chapter is organized as follows: Section 3.2 formulates

the fusion problem. In Section 3.3 the optimal fusion performance is analyzed. The

proposed optimal power allocation schemes with independent observations and cor-

related observations are discussed in Sections 3.4 and 3.5, respectively. Section 3.6

gives the performance results and finally concluding remarks are given in Section 3.7.

3.2 Data Fusion Problem Formulation

We consider a binary hypothesis testing problem in an 𝑛-node distributed wireless

sensor network. The 𝑘-th sensor observation under the two hypotheses is given by,

𝐻0 : 𝑧𝑘 = 𝑣𝑘; 𝑘 = 1, 2, ...., 𝑛

𝐻1 : 𝑧𝑘 = 𝑥𝑘 + 𝑣𝑘; 𝑘 = 1, 2, ..., 𝑛 , (3.1)

where 𝑣𝑘 is zero-mean Gaussian observation noise with variance 𝜎2𝑣 and 𝑥𝑘 is the

signal to be detected. In vector notation, (3.1) becomes z = x+ v where v is a zero

mean Gaussian 𝑛-vector of noise samples with covariance matrix Σv. In general we

consider spatially correlated observations, so that Σv is not necessarily diagonal. We

consider the detection of a constant signal so that 𝑥𝑘 = 𝑚 for all 𝑘 (the results hold
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straightforwardly for any deterministic signal). Let us define the local signal-to-noise

ratio 𝛾0 = 𝑚2

𝜎2
𝑣
. The prior probabilities of the two hypotheses 𝐻1 and 𝐻0 are denoted

by 𝑃 (𝐻1) = 𝜋1 and 𝑃 (𝐻0) = 𝜋0, respectively.

We assume that amplify-and-forward (AF) local processing is used, according to

which each node retransmits an amplified version of its own observation to the fusion

center. Hence the local decisions sent to the fusion center are,

𝑢𝑘 = 𝑔𝑘𝑧𝑘; for 𝑘 = 1, 2, ...𝑛, (3.2)

where 𝑔𝑘 is the amplifier gain at node 𝑘. The received signal 𝑟𝑘 at the fusion center

under each hypothesis is given by;

𝐻0 : 𝑟𝑘 = 𝑛𝑘; (3.3)

and

𝐻1 : 𝑟𝑘 = ℎ𝑘𝑔𝑘𝑥𝑘 + 𝑛𝑘; (3.4)

for 𝑘 = 1, 2, ...., 𝑛 where 𝑛𝑘 = ℎ𝑘𝑔𝑘𝑣𝑘 + 𝑤𝑘, ℎ𝑘 is the channel fading coefficient and

𝑤𝑘 is the receiver noise that is assumed to be i.i.d. with mean zero and variance 𝜎2𝑤.

Defining r = [𝑟1, ⋅ ⋅ ⋅ , 𝑟𝑛]𝑇 and n = [𝑛1, ⋅ ⋅ ⋅ , 𝑛𝑛]
𝑇 , we have,

r = Ax + n (3.5)

where A = diag(ℎ1𝑔1, ℎ2𝑔2, ...., ℎ𝑛𝑔𝑛). The detection problem at the fusion center

can then be formulated as,

𝐻0 : r ∼ 𝑝0(r) = 𝒩 (0,Σn)

𝐻1 : r ∼ 𝑝1(r) = 𝒩 (Am,Σn) (3.6)
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where Σn = AΣvA+ 𝜎2
wI, m = 𝑚e, e is the 𝑛-vector of all ones and I is the 𝑛× 𝑛

identity matrix. The log-likelihood ratio (LLR) for the detection problem (3.6) can

be written as,

𝑇 (r) = 𝑚e𝑇AΣ−1
n r−

1

2
𝑚2e𝑇AΣ−1

n Ae. (3.7)

It is well known that optimal fusion tests should be threshold tests on the above

LLR. Thus the optimal Bayesian decision rule at the fusion center is given by,

𝛿(r) =

⎧⎨
⎩ 1 if 𝑇 (r) ≥ ln 𝜏

0 if 𝑇 (r) < ln 𝜏,
(3.8)

where 𝜏 is the threshold given by 𝜏 = 𝜋1

𝜋0
(assuming minimum probability of error

Bayesian fusion).

3.3 Analysis of Optimal Fusion Performance

Note that the distribution of the decision statistic 𝑇 (r) is given by (under two hy-

potheses),

𝐻0 : 𝑇 (r) ∼ 𝒩 (−1
2
𝑚2eTAΣ−1

n Ae, 𝑚2eTAΣ−1
n Ae

)
𝐻1 : 𝑇 (r) ∼ 𝒩 (1

2
𝑚2eTAΣ−1

n Ae, 𝑚2eTAΣ−1
n Ae

)
. (3.9)

The false alarm probability of the optimal detector (3.8) at the fusion center is

𝑃𝑓 = 𝑃 (𝑇 (r) > ln𝜏 ∣𝐻0) = 𝑄

(
ln𝜏 + 1

2
𝑚2eTAΣ−1

n Ae

𝑚
√
eTAΣ−1

n Ae

)
, (3.10)
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where 𝑄-function is defined by 𝑄(𝑥) = 1√
2𝜋

∫∞
𝑥

𝑒−
𝜁2

2 𝑑𝜁 . Similarly, the detection

probability associated with the decision rule (3.8) is given by

𝑃𝐷 = 𝑃 (𝑇 (r) > ln𝜏 ∣𝐻1) = 𝑄

(
ln𝜏 − 1

2
𝑚2eTAΣ−1

n Ae

𝑚
√
eTAΣ−1

n Ae

)
. (3.11)

Hence the probability of error at the fusion center for a Bayesian optimal detector

can be shown as,

𝑃 (𝐸) = 𝑃𝑓𝜋0 + (1− 𝑃𝐷)𝜋1 = 𝑄

(
1

2

√
𝑚2eTAΣ−1

n Ae

)
(3.12)

where the prior probabilities are assumed to be equal so that 𝜏 = 1.

3.3.1 Independent local observations

When the node observations are uncorrelated the noise covariance matrix Σv is

simply given by Σv = 𝜎2𝑣I. Then the probability of fusion error in (3.12) is simplified

to,

𝑃 (𝐸) = 𝑄

⎛
⎝1

2
𝑚

√√√⎷ 𝑛∑
𝑘=1

ℎ2𝑘𝑔
2
𝑘

ℎ2𝑘𝑔
2
𝑘𝜎

2
𝑣 + 𝜎2𝑤

⎞
⎠ . (3.13)

It is interesting to note that lim
𝑔2𝑘→∞,𝑘=1,...,𝑛

∑𝑛
𝑘=1

ℎ2
𝑘𝑔

2
𝑘

ℎ2
𝑘𝑔

2
𝑘𝜎

2
𝑣+𝜎2

𝑤
= 𝑛

𝜎2
𝑣

so that the probability

of fusion error has a performance floor:

lim
𝑔2𝑘→∞,𝑘=1,...,𝑛

𝑃 (𝐸) → 𝑄

(√
𝑛𝛾0

2

)
. (3.14)

Therefore, when 𝑔𝑘 → ∞ for 𝑘 = 1, ⋅ ⋅ ⋅ , 𝑛, for a fixed number of sensors, 𝑛, the

probability of fusion error is ultimately limited by the observation quality at local

sensor nodes regardless of the quality of the wireless channel.
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3.3.2 Correlated local observations

It is not straightforward to evaluate Σ−1
n in (3.12) analytically in closed form for

a general Σv when the observations are correlated. In the following we consider a

specific sensor network model and obtain an upper bound for 𝑃 (𝐸) in (3.12) that is

valid for small correlations. To that end let us assume a 1-D sensor network in which

adjacent nodes are separated by an equal distance 𝑑 and correlation between nodes 𝑖

and 𝑗 is proportional to 𝜌
𝑑∣𝑖−𝑗∣
0 where ∣𝜌0∣ ≤ 1. Letting 𝜌𝑑

0 = 𝜌, Σv can be written as

Σv = 𝜎2𝑣

⎡
⎢⎢⎢⎢⎢⎣

1 𝜌 . . . 𝜌𝑛−2 𝜌𝑛−1

𝜌 1 . . . 𝜌𝑛−3 𝜌𝑛−2

. . . . . . .

𝜌𝑛−1 𝜌𝑛−2 . . . 𝜌 1

⎤
⎥⎥⎥⎥⎥⎦ . (3.15)

Note that, when 𝜌 is sufficiently small, we may approximate (3.15) by its tri-diagonal

version by dropping second and higher order terms of 𝜌. Recall, from Bergstrom’s

inequality [2] that, for any two positive definite matrices P and Q

eTP−1e ≥ (eT(P+Q)−1e)(eTQ−1e)

eTQ−1e− eT(P+Q)−1e
. (3.16)

Since 𝑚2eTAΣ−1
n Ae = 𝑚2eT(Σv + 𝜎2

wA
−2)−1e, let P = (Σv + 𝜎2

wA
−2) and define

the matrix Q such that

Q = 𝜎2𝑣

⎡
⎢⎢⎢⎢⎢⎣

1 −𝜌 . . −𝜌𝑛−2 −𝜌𝑛−1

−𝜌 1 . . −𝜌𝑛−3 −𝜌𝑛−2

. . . . . .

−𝜌𝑛−1 −𝜌𝑛−2 . . −𝜌 1

⎤
⎥⎥⎥⎥⎥⎦ .

For small enough 𝜌 it can be shown that eTQe > 0. In fact, when Σv has the

tri-diagonal structure (implying only the adjacent node observations are correlated),
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it can be shown that for any ∣𝜌∣ < 𝑛
2(𝑛−1) , we will have eTQe > 0. In general, if Σv

is as in (3.15), this will be true for small enough 𝜌. Note that while noise covariance

matrix (3.15) is an idealization, it can be used in many applications, such as traffic

monitoring or in industrial monitoring, where the sensors are approximately equally

spaced. The tri-diagonal version of (3.15) is a reasonable approximation when the

correlation coefficient 𝜌 is small, since then the second and higher order terms of 𝜌

in (3.15) are negligible. From (3.16) it can be shown that,

eT(Σv + 𝜎2
wA

−2)−1e ≥
⎛
⎝ 1∑𝑛

𝑘=1

ℎ2
𝑘𝑔

2
𝑘

2ℎ2
𝑘𝑔

2
𝑘𝜎

2
𝑣+𝜎2

𝑤

− 1

𝐷

⎞
⎠

−1

, (3.17)

where 𝐷 = eTQ−1e. From (3.12) and (3.17), we then have the following upper

bound for the fusion error probability when the observations are correlated and 𝜌 is

sufficiently small:

𝑃 (𝐸) ≤ 𝑄

⎛
⎜⎝𝑚

2

⎛
⎝ 1∑𝑛

𝑘=1

ℎ2
𝑘𝑔

2
𝑘

2ℎ2
𝑘𝑔

2
𝑘𝜎

2
𝑣+𝜎2

𝑤

− 1

𝐷

⎞
⎠

− 1
2

⎞
⎟⎠. (3.18)

When 𝜌 = 0 we have 𝐷 = 𝑛/𝜎2𝑣 . Then lim
𝑔2𝑘→∞,𝑘=1,...,𝑛

⎛
⎝ 1∑𝑛

𝑘=1

ℎ2
𝑘
𝑔2
𝑘

2ℎ2
𝑘
𝑔2
𝑘
𝜎2𝑣+𝜎

2
𝑤

− 1
𝐷

⎞
⎠

−1

= 𝑛
𝜎2
𝑣
.

That is, the fusion error probability bound (3.18) also has a performance floor

of 𝑄
(√

𝑛𝛾0
2

)
as in (3.14), when local amplifier gains are large. Thus both the exact

fusion error probability and the proposed bound exhibit the same performance in

the case of i.i.d. observations when the amplification gain is large.
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3.4 Optimal Power Allocation with Independent

Observations

In the following, we first derive the optimal power allocation scheme that minimizes

the total power spent by the whole sensor network subjected to a threshold on the

fusion error probability when local observations are i.i.d..

In general, the power allocation problem can be formulated as,

min
𝑔𝑘≥0,𝑘=1,⋅⋅⋅ ,𝑛

∑𝑛
𝑘=1 𝑔

2
𝑘 such that

𝑃 (𝐸) = 𝑄
(
1
2

√
𝑚2eTAΣ−1

n Ae
)
≤ 𝜖 and

𝑔𝑘 ≥ 0; 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑛 , (3.19)

where 𝜖 is the required fusion error probability at the fusion center.

When local observations are i.i.d., the fusion error probability is given by (3.13).

Hence, the first inequality in (3.19) becomes 𝛽 ≤
√∑𝑛

𝑘=1
ℎ2
𝑘𝑔

2
𝑘

ℎ2
𝑘𝑔

2
𝑘𝜎

2
𝑣+𝜎2

𝑤
where we have

defined 𝛽 = 2
𝑚
𝑄−1(𝜖). Since 𝛽 is positive, the optimal power allocation problem can

thus be rewritten as,

min
𝑔𝑘≥0,𝑘=1,⋅⋅⋅ ,𝑛

∑𝑛
𝑘=1 𝑔

2
𝑘, such that

𝛽2 −∑𝑛
𝑘=1

ℎ2
𝑘𝑔

2
𝑘

ℎ2
𝑘𝑔

2
𝑘𝜎

2
𝑣+𝜎2

𝑤
≤ 0, and

𝑔𝑘 ≥ 0 for 𝑘 = 1, 2, ..., 𝑛 , (3.20)

The Lagrangian for the above problem is

𝐺(𝐿, 𝜆0, 𝜇𝑘) =

𝑛∑
𝑘=1

𝑔2𝑘 + 𝜆0

[
𝛽2 −

𝑛∑
𝑘=1

ℎ2𝑘𝑔
2
𝑘

ℎ2𝑘𝑔
2
𝑘𝜎

2
𝑣 + 𝜎2𝑤

]
+

𝑛∑
𝑘=1

𝜇𝑘(−𝑔𝑘) (3.21)
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where 𝜆0 ≥ 0 and 𝜇𝑘 ≥ 0 for 𝑘 = 1, 2, .., 𝑛. Verifying KKT conditions, it can be

shown that the optimal solution for (3.20) is given by,

𝑔2𝑘 =

⎧⎨
⎩

𝜎2
𝑤

ℎ2
𝑘𝜎

2
𝑣

[
ℎ𝑘
∑𝐾1

𝑗=1
1
ℎ𝑗

(𝐾1−𝛽2𝜎2
𝑣)
− 1

]
; if 𝑘 < 𝐾1 and 𝑛 > 𝛽2𝜎2𝑣

0 ; if 𝑘 > 𝐾1 and 𝑛 > 𝛽2𝜎2𝑣

infeasible ; if 𝑛 < 𝛽2𝜎2𝑣

(3.22)

where 𝐾1 is found such that 𝑓(𝐾1) < 1 and 𝑓(𝐾1+1) ≥ 1 for 1 ≤ 𝐾1 ≤ 𝑛 assuming,

without loss of generality, ℎ1 ≥ ℎ2 ≥ ⋅ ⋅ ⋅ ≥ ℎ𝑛 where

𝑓(𝑘) =
(𝑘 − 𝛽2𝜎2𝑣)

ℎ𝑘

∑𝑘
𝑗=1

1
ℎ𝑗

, 1 ≤ 𝑘 ≤ 𝑛. (3.23)

The proof of the uniqueness of such a 𝐾1 and the global optimality of the solution

(3.22) for the optimization problem (3.20) are shown in the Appendix 3A.

Since there is a feasible optimal solution only when 𝑛 > 𝛽2𝜎2𝑣 , i.e.

𝛾0 > 4
𝑛
(𝑄−1(𝑃𝑒))

2, this implies that we can not achieve probability of errors below

𝑄
(√

𝑛𝛾0
2

)
. Note that this is consistent with (3.14). The optimal solution for 𝑔2𝑘

when 𝑓(𝑘)− 1 < 0 and 𝑛 > 𝛽2𝜎2𝑣 can be rewritten as 𝑔2𝑘 = 𝜎2
𝑤

ℎ2
𝑘𝜎

2
𝑣

(√
𝜆0ℎ𝑘
𝜎𝑤

− 1
)
, where

√
𝜆0 =

𝜎𝑤
∑𝐾1

𝑘=1
1
ℎ𝑘

𝐾1−𝛽2𝜎2
𝑣

. Hence, once the fusion center calculates 𝜆0 and broadcasts it, each

node can determine its power distributively using 𝜆0 as side information provided

that the channel state information is available at nodes.

3.5 Optimal Power Allocation with Correlated

Observations

Since it is not possible to find a closed form optimal solution for 𝑔𝑘’s in (3.19)

when observations are correlated, in the following we solve it numerically. For that,
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we develop a stochastic evolutionary computation technique based on PSO [65, 66,

109]. Since PSO is not directly applicable for constrained optimization problems, we

first transform our constrained optimization problem in (3.19) into an unconstrained

optimization problem using the exterior penalty function approach [106, 151]. Note

that the choice of PSO technique for our problem is motivated by several factors. In

the constrained PSO method, only the fitness function is needed to evaluate at each

iteration in contrast to evaluating gradients in other numerical techniques. Further,

it was observed that (as explained in subsection 3.5.3) the PSO-based algorithm is

robust against the changes in network parameters.

3.5.1 Penalty function approach for constrained optimiza-

tion

Suppose that the optimization problem of interest is

min 𝑓(X) such that ℎ𝑗(X) ≤ 0; 𝑗 = 1, ⋅ ⋅ ⋅ , 𝑚. (3.24)

Then the exterior penalty function for the above minimization problem can be for-

mulated as [106, 151],

𝜙(X, 𝑟𝑘) = 𝑓(X) + 𝑟𝑘

𝑚∑
𝑗=1

(max[0, ℎ𝑗(X)])𝑞 , (3.25)

where 𝑟𝑘 is a positive penalty parameter and 𝑞 is a non-negative constant. Usually,

the value of 𝑞 is chosen to be 2 in practice [106]. The exterior penalty function

algorithm that finds the optimal solution for the problem (3.24) can be stated as

below: (Note that subscript of X denotes the index corresponding to penalty pa-

rameter while the superscript of X denotes the iteration number of the minimization

algorithm for a particular penalty parameter).
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∙ step 1: Set 𝑘 = 1. Start from any initial solution X1
𝑘 and a suitable value of

𝑟𝑘 = 𝑟1.

∙ step 2: Find the vector X∗
𝑘 that minimizes the function given in (3.25).

∙ step 3: Test whether the pointX∗
𝑘 satisfies all the constraints. IfX∗

𝑘 is feasible,

it is the desired optimum and hence terminate the procedure. Otherwise go to

next step.

∙ step 4: Choose the next value of the penalty parameter according to the

relation 𝑟𝑘+1

𝑟𝑘
= 𝑐 where 𝑐 is a constant greater than one and set X1

𝑘+1 = X∗
𝑘

and 𝑘 = 𝑘 + 1. Go to step 2.

Assuming that 𝑓(X) and ℎ𝑗(X), 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑚 are continuous and that an optimal

solution exists for (3.24), the unconstrained minima X∗
𝑘 of (3.25) converge to the

optimal solution of the original problem 𝑓(X) as 𝑘 →∞ and 𝑟𝑘 →∞ [106]. In order

to ensure the existence of a global minimum of 𝜙(X, 𝑟𝑘) in (3.25) for every positive

value 𝑟𝑘 , 𝜙(.) has to be a strictly convex function of X. The following theorem, the

proof of which can be found in [106], gives the sufficient conditions for 𝜙(X, 𝑟𝑘) to

be strictly convex:

Theorem 1

If 𝑓(X) and ℎ𝑗(X), for 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑚 are convex and at least 𝑓(X) or either one of

{ℎ𝑗(X)}𝑚𝑗=1 is strictly convex, then the function 𝜙(X, 𝑟𝑘) defined by (3.25) will be a

strictly convex function of X.

3.5.2 Particle swarm optimization

To evaluate optimalX∗
𝑘 for each penalty parameter 𝑟𝑘 as required in the step 2 above,

we use the particle swarm optimization technique. A brief overview of the particle

swarm language is given in Table 3.1 and more details can be found in [109].

32



Chapter 3. Power Management for Detection with Correlated Observations

Table 3.1: PSO terminology
Particle/Agent A Single individual in the swarm
Location/Position An agent’s 𝑛-dimensional coordinates which

represent a solution to the problem
Swarm The entire collection of agents
Fitness A single number representing the goodness

of a given solution
pbest The location in parameter space of the best fitness

returned for a specific agent
gbest The location in parameter space of the best fitness

returned in the entire swarm
Vmax The maximum allowed velocity in a given direction

In the following we give the algorithmic steps needed to implement the PSO for

a given problem:

(I). Define the solution space and the fitness function: Pick the parameters that

need to be optimized and give them a reasonable range in which to search for the

optimal solution. The fitness function should exhibit a functional dependence

that is relative to the importance of each characteristic being optimized.

We denote the swarm size by 𝑀 . For each 𝑘 in (3.25), we perform a PSO

optimization algorithm to find X∗
𝑘. For each 𝑘, let us define, X𝑘,𝑚 as the posi-

tion vector of the 𝑚-th particle; P𝑘,𝑚 as the pbest of the 𝑚-th particle; P𝑘,𝑔𝑏𝑒𝑠𝑡

as the gbest of the swarm; 𝜙(X𝑘,𝑚, 𝑟𝑘) as the fitness value corresponding to

the location X𝑘,𝑚 of the 𝑚-th particle; 𝜙(P𝑘,𝑚, 𝑟𝑘) as the fitness value corre-

sponding to the pbest P𝑘,𝑚 of the 𝑚-th particle; 𝜙(P𝑘,𝑔𝑏𝑒𝑠𝑡, 𝑟𝑘) as the fitness

value corresponding to the gbest of the swarm and V𝑘,𝑚 as velocity of the 𝑚-th

particle. The maximum number of iterations of PSO for each 𝑘 is set to 𝑆.

(II). If 𝑘 = 1 (i.e. the penalty parameter is 𝑟1) initialize the swarm locations ran-

domly. Otherwise set the initial positions of each particle to be the best pbest

values for 𝑘 = 𝑘 − 1.
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∙ Initializing position: For 𝑘 = 1 and for each particle 𝑚, 𝑚 = 1, ⋅ ⋅ ⋅ ,𝑀 ,

X1
𝑘,𝑚 is chosen randomly. If 𝑘 > 1, then X1

𝑘,𝑚=P𝑆
𝑘−1,𝑚 where P𝑆

𝑘−1,𝑚 is

the pbest of the 𝑚-th particle for 𝑘 = 𝑘 − 1 at the 𝑆-th iteration of PSO.

∙ Initializing pbest : Since its initial position is the only location encountered

by each particle at the run’s start, this position becomes each particle’s

initial pbest. i.e. P1
𝑘,𝑚 = X1

𝑘,𝑚.

∙ Initializing gbest : The first gbest is selected as the initial pbest which gives

the best fitness value: P1
𝑘,𝑔𝑏𝑒𝑠𝑡=P

1
𝑘,𝑚1

where 𝑚1 = arg min
1≤𝑚≤𝑀

{𝜙(P1
𝑘,𝑚, 𝑟𝑘)}.

∙ Initializing velocities: Initialize V1
𝑘,𝑚 as zeros for each particle 𝑚.

(III). Fly the particles through the solution space:

Each particle is then moved through the solution space. The following steps

are performed on each particle individually.

∙ Evaluate the particle’s fitness value and compare it with that of pbest

and gbest. For each particle, if its fitness value is better than that of the

respective pbest for that particle or the global gbest, then the appropriate

locations are replaced with the current location. i.e., in the 𝑠-th iteration

of the PSO, for each particle 𝑚, for 𝑚 = 1, . . . ,𝑀 , if 𝜙(X𝑠
𝑘,𝑚, 𝑟𝑘) <

𝜙(P𝑠
𝑘,𝑚, 𝑟𝑘) then set P𝑠

𝑘,𝑚 = X𝑠
𝑘,𝑚. Set P𝑠

𝑘,𝑔𝑏𝑒𝑠𝑡 = P𝑠
𝑘,𝑚𝑠

where 𝑚𝑠 =

arg min1≤𝑚≤𝑀{𝜙(P𝑠
𝑘,𝑚, 𝑟𝑘)}.

∙ Update the particle’s velocity: The velocity of the particle is changed

according to the relative locations of pbest and gbest. The particles are

”accelerated” in the directions of the locations of best fitness value ac-

cording to the following equation [102, 109]:

V𝑠+1
𝑘,𝑚 = 𝒳{(𝑤V𝑠

𝑘,𝑚 + 𝑐1𝑟𝑎𝑛𝑑()(P
𝑠
𝑘,𝑚 −X𝑠

𝑘,𝑚)

+𝑐2𝑟𝑎𝑛𝑑()(P
𝑠
𝑘,𝑔𝑏𝑒𝑠𝑡 −X𝑠

𝑘,𝑚))}, (3.26)

where 𝒳 is the constriction factor that is used to control and constrict
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velocities; 𝑤 is the inertia weight that determines to what extent the

particle remains along its original course unaffected by the pull of pbest

and gbest, 𝑐1 and 𝑐2 are positive constants that determine the relative

”pull” of pbest and gbest (in fact 𝑐1 determines how much the particle

is influenced by the memory of its best location and 𝑐2 determines how

much the particle is influenced by the rest of the swarm) and the random

number function rand() returns a number between 0 and 1.

∙ Move the particle: Once the velocity has been determined as in (3.26),

move the particle to its next location as X𝑠+1
𝑘,𝑚 = X𝑠

𝑘,𝑚 + Δ𝑡V𝑠+1
𝑘,𝑚. The

velocity is applied for a given time step Δ𝑡.

(IV). Repetition: After the velocity and the position are updated the process is

repeated starting at step (III) until the termination criteria are met. The

termination criteria can be a user-defined maximum iteration number or a

target fitness termination condition. In the latter case, the PSO is run for the

user-defined number of iterations, but at any time if a solution is found that

is greater than or equal to the target fitness value, then PSO is stopped at

that point. In our work we set the maximum iteration number (𝑆) for PSO as

defined before. Once the termination criteria are met, the optimal solution X∗
𝑘

for the unconstrained minimization problem (3.25) for given 𝑘 is P𝑆
𝑘,𝑔𝑏𝑒𝑠𝑡.

To solve the optimization problem in (3.19) when the observations are correlated we

define the exterior penalty function as,

𝜙(g, 𝑟𝑘) = 𝑓(g) + 𝑟𝑘{(𝑚𝑎𝑥[ℎ1(g), 0])
2 +

𝑚∑
𝑗=2

(𝑚𝑎𝑥[ℎ𝑗(g), 0])
2}, (3.27)

where 𝑓(g) =
∑𝑛

𝑖=1 𝑔
2
𝑖 , ℎ1(g) = 𝛽2 − eTAΣ−1

n Ae and ℎ𝑖+1(g) = −𝑔𝑖 for 𝑖 =

1, 2, ⋅ ⋅ ⋅ , 𝑛 and g = [𝑔1, ⋅ ⋅ ⋅ , 𝑔𝑛]𝑇 . Here we have 𝑚 = 𝑛 + 1. When the observa-

tion noise is i.i.d, it can be shown that 𝜙(g, 𝑟𝑘) is a strictly convex function for
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𝑔𝑖 ≥ 𝜎2
𝑤

3ℎ2
𝑖 𝜎

2
𝑣

for 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑛 and also it can be seen that when ℎ𝑖’s are small enough

the convexity of 𝜙(g, 𝑟𝑘) holds for 𝑔𝑖 ≥ 0, ensuring a global minimum for 𝜙(g, 𝑟𝑘). We

will assume that 𝜙(g, 𝑟𝑘) has a global minimum for each 𝑟𝑘 even when the observation

noise is correlated under above conditions. Assuming that an optimal solution for

(3.19) exists and since 𝑓(g) and ℎ𝑗(g) for 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑚, are continuous, as 𝑘 →∞
and 𝑟𝑘 →∞ the unconstrained minima g∗𝑘 of 𝜙(g, 𝑟𝑘) converge to the optimal solution

of the original problem (3.19).

3.5.3 Selection of parameter values for PSO

The parameter set to be optimized is g = [𝑔1, ⋅ ⋅ ⋅ , 𝑔𝑛]𝑇 and we define the solution

space as [0,∞) for each parameter. To run the PSO the population size was selected

as 30 which has been shown to be sufficient for many engineering problems [19].

Various values for inertia weight 𝑤 have been suggested in the literature. Since

larger weights tend to encourage global exploration and conversely smaller initial

weights encourage local exploitations, [46] has suggested to vary 𝑤 linearly from 0.9

to 0.4 over the course of the run. On the other hand, [102] suggested to gradually

decrease 𝑤 from 1.2 towards 0.1 over the run of a PSO. We allowed 𝑤 to vary between

0.9 to 0.4 linearly since it gave a fast convergence over 100 iterations. 𝑐1 and 𝑐2 were

both set to 2.0 [109], [102]. The constriction factor 𝒳 was set to 0.73 [102].

One of the main advantage of the PSO based method is that once the algorithm

parameters are chosen as above, the algorithm seems to work over a large range

of variations in problem parameters such as fading coefficients, 𝑛, 𝜌 and 𝜖. On the

other hand, the choice of step size and the initial values for a conventional method

such as Newton’s was observed to depend heavily on the problem parameters. The

designer has to change the step sizes and the initial values every time when the system

parameters change. This becomes especially problematic since fading coefficients are
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random. Hence, although once proper choices have been made, the Newton’s and

the proposed PSO-based methods show almost similar convergence properties, the

PSO based method seems much easier to use.

3.5.4 Power allocation based on the derived fusion error

probability bound with correlated observations

When observations are correlated we may use the bound (3.18) to obtain an approx-

imate analytical solution to the power allocation problem via

min
𝑔𝑘≥0,𝑘=1,⋅⋅⋅ ,𝑛

∑𝑛
𝑘=1 𝑔

2
𝑘 such that

𝑞 −∑𝑛
𝑘=1

ℎ2
𝑘𝑔

2
𝑘

2ℎ2
𝑘𝑔

2
𝑘𝜎

2
𝑣+𝜎2

𝑤
≤ 0 and

𝑔𝑘 ≥ 0; 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑛 , (3.28)

where 𝑞 = ( 1
𝛽2 + 1

𝐷
)−1 and, as before, 𝛽 = 2𝑄−1(𝜖)

𝑚
(Note that, 𝑞 > 0 since 𝐷 > 0).

We can use the same method as in Section 3.4 to find the optimal solution for (3.28).

Defining a function 𝑓(𝑘) = (𝑘−2𝜎2
𝑣𝑞)

ℎ𝑘
∑𝑘

𝑗=1
1
ℎ𝑗

and assuming again, ℎ1 ≥ ℎ2 ≥ ⋅ ⋅ ⋅ ≥ ℎ𝑛 it

can be shown that (steps of deriving (3.29) are similar to that in Section 3.4 and are

omitted here), we can find a unique 𝐿1 such that 𝑓(𝐿1) < 1 and 𝑓(𝐿1 + 1) ≥ 1 for

1 ≤ 𝐿1 ≤ 𝑛. Then the solution to the problem (3.28) is given by,

𝑔2𝑘 =

⎧⎨
⎩

𝜎2
𝑤

2ℎ2
𝑘𝜎

2
𝑣

[
ℎ𝑘
∑𝐿1
𝑗=1

1
ℎ𝑗

(𝐿1−2𝜎2
𝑣𝑞)

− 1

]
; if 𝑘 < 𝐿1 & 𝑛 > 2𝜎2𝑣𝑞

0 ; if 𝑘 > 𝐿1 & 𝑛 > 2𝜎2𝑣𝑞

infeasible ; if 𝑛 < 2𝜎2𝑣𝑞

(3.29)

Note from (3.29) that to achieve the required fusion error probability at the fusion

center the total number of active sensors should be greater than 2𝜎2𝑣𝑞 in the optimal
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Figure 3.1: Total power Vs. probability of fusion error for independent observations:
𝛾0 = 5𝑑𝐵

solution where now is dependent on the correlation coefficient as well (since 𝑞 depends

on 𝜌).

When 𝑓(𝑘)−1 < 0 and 𝑛 > 2𝜎2𝑣𝑞, similar to Section 3.4, the optimal solution for

𝑔2𝑘 in (3.29) can be rewritten as 𝑔2𝑘 = 𝜎2
𝑤

2ℎ2
𝑘𝜎

2
𝑣

(√
𝜆′
0ℎ𝑘

𝜎𝑤
− 1

)
, where

√
𝜆′
0 =

𝜎𝑤
∑𝐿1

𝑗=1
1
ℎ𝑗

𝐿1−2𝜎2
𝑣𝑞

.

Assuming channel state information is available at sensor nodes, each node can de-

termine its power distributively using 𝜆′
0 as side information, if the fusion center

computes 𝜆′
0 and broadcasts it to the sensor nodes.

3.6 Performance Results

In this section we illustrate performance gains possible with the derived optimal

power allocation schemes. We assume that fading coefficients ℎ𝑘’s of the channel
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Figure 3.2: Optimal power values of sensor nodes Vs. number of sensors for 𝑛 = 20
and 𝑛 = 50 when 𝜖 = 0.1 and 𝛾0 = 10𝑑𝐵

between sensors and the fusion center are Rayleigh distributed with a unit mean.

The results on Figs. 3.1 to 3.4 correspond to the optimal power allocation for

i.i.d. observations. When observations are i.i.d. the optimal total power is given

by 𝑃𝑂𝑝𝑡. =
∑𝐾1

𝑘=1 𝑔
2
𝑘 where 𝑔2𝑘’s are given in (3.22). The performance of the optimal

scheme is compared with that of the uniform power allocation scheme in which each

node uses same amplification gain such that 𝑔𝑘 = 𝑔 for all 𝑘. To achieve a fusion

error probability 𝜖, with independent observations it can be shown that using (3.13)

𝑔 is given as the solution to the following equation:

𝜖 = 𝑄

(
𝑚𝑔2

2

𝑛∑
𝑘=1

ℎ2𝑘
𝑔2ℎ2𝑘𝜎

2
𝑣 + 𝜎2𝑤

)
. (3.30)

Figure 3.1 shows the total network power versus the desired fusion error proba-
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Figure 3.3: Number of active sensors for independent observations.

bility 𝜖, for different values of 𝑛. It can be seen that when the number of sensors is

increased then the energy saving due to proposed optimal scheme is more significant

compared to that with uniform power allocation scheme. This is due to the fact that

it is more likely that there will be more channels with good channel fading coeffi-

cients, when the number of sensors is large. By using those channels the network

can spend a smaller total power, while still ensuring the required performance at the

fusion center. From Fig. 3.1 it can also be seen that when the required fusion error

probability is not significantly low, the gain of the optimal power allocation scheme

over the uniform power allocation scheme is high.

An illustration of the power values needed by active nodes to meet a performance

level (we let 𝜖 = 0.1) with different 𝑛 is shown in Fig. 3.2. Figure 3.2 essentially

depicts how the required total power, to achieve the desired performance level, is

divided among the active nodes.
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Figure 3.4: Total power Vs. local SNR for independent observations

The number of active sensors versus total number of sensors in the network to

achieve a fusion performance levels of 𝜖 = 10−3 and 𝜖 = 10−5 with different 𝛾0 values

is shown in Fig. 3.3. To achieve a given fusion error probability, it can be seen that

only a small number of active sensors is needed when the local SNR is high. Fig.

3.3 also shows that a relatively large number of active sensors are needed to achieve

lower fusion error probabilities compared to that of higher fusion error probabilities.

This explains the high performance gain achieved at relatively higher fusion error

probabilities as shown in Fig. 3.1. It is also noted from Fig. 3.3 that for relatively

large 𝛾0 values, the number of active nodes needed to achieve the desired performance

levels is nearly constant over the number of total nodes. This implies that when 𝛾0

is relatively large, it is optimal to divide the total power, required to achieve the

desired fusion performance level, among a small number of nodes and switch the

rest of the nodes off. After a certain number of total nodes, this required number of
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active nodes is remaining almost same for relatively higher 𝛾0 values. However, it can

be seen from Fig. 3.3 that for relatively low 𝛾0 values, the number of active sensors

needed is nearly-linearly increasing with the number of total nodes. It implies that

for low 𝛾0 region, it is optimal to divide the required total power among a relatively

a large number of nodes, in contrast to what is observed in large 𝛾0 region.

In Figure 3.4 the total power versus the observation SNR 𝛾0 is shown for 𝑛 = 50

and 𝑛 = 100 parameterized by different fusion error probabilities. As expected, it

can be seen that as 𝛾0 is increasing the total power required to achieve desired fusion

performance levels is decreasing. Also, it is noted form Fig. 3.4 that the rate of

decreasing of the total power (as 𝛾0 is increasing) is higher for low network sizes (i.e.

for relatively small 𝑛) compared to that with larger network sizes. Moreover it is seen

that effect of the optimal power scheduling scheme over the uniform power scheduling

scheme is more significant in the relatively high SNR region. This phenomenon

is understood from the results observed in Fig. 3.3, where at lower 𝛾0 region a

relatively a large number of sensors has to be active to meet the desired performance

levels. Then the optimal scheme suggests for a relatively large number of nodes to

transmit their observations. Since in the uniform scheme, all nodes transmit their

observations, the two schemes may consume approximately closer total power values

in obtaining the desired performance level at lower 𝛾0 range.

In next two figures, the performance evaluation with the derived fusion error

probability bound is presented. Before comparing the performance with optimal

power allocation scheme, in Fig. 3.5 it shown that how tight the bound is for different

network parameters, 𝑛 and 𝛾0 assuming uniform power at each node. In Fig. 3.5,

we have let 𝜌 = 0.2. It can be seen from Fig. 3.5 that the derived bound (3.18)

is a tight bound to the exact error probability (3.12) irrespective of the change of

network parameters.

In Fig. 3.6 the fusion error performance with the optimal power allocation scheme
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Figure 3.5: Comparison of the derived probability bound and the exact error prob-
ability for correlated observations; 𝜌 = 0.1

for correlated observations based on the fusion error probability bound (3.18) is

shown. The results in Fig. 3.6 are obtained assuming the observation noise covari-

ance matrix has the tri-diagonal structure of (3.15) and we let 𝜌 = 0.1. It can be

seen from Fig. 3.6 that, in the optimal scheme, the total power required to keep

the error probability bound under a certain threshold 𝜖, is significantly less (in the

region of moderate values of 𝜖) than the total power needed with the unform power

allocation scheme to keep the exact fusion error probability under the same thresh-

old. Performance gain achieved by the optimal scheme compared to that with the

uniform scheme with the fusion error probability bound shows similar characteristics

as with the i.i.d. observations when the network parameters 𝑛 and 𝛾0 are changing

(figures are not included for brevity).

Next we consider the performance results based on the constrained-PSO algo-
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rithm. Note that we employed the PSO-based method for each penalty parameter

𝑟𝑘 of the unconstrained optimization problem (3.27) until 𝜙(g∗𝑘, 𝑟𝑘) → 𝑓(g∗𝑘) where

g∗𝑘 = arg
g𝑘

min 𝜙(g𝑘, 𝑟𝑘). For a given 𝑟𝑘 the convergence of PSO algorithm is shown in

Fig. 3.7. The starting penalty parameter 𝑟1 was set to 2, and was increased in such

a way that
𝑟𝑘+1

𝑟𝑘
= 2. It was observed that for each 𝑟𝑘 the PSO algorithm converges

rapidly. The convergence of unconstrained minimum of 𝜙(g, 𝑟𝑘) to the constrained

minimum of 𝑓(g) is shown in Fig. 3.8 in which the error between the penalty function

and the objective function at the convergent point is 0.0023 after 7 iterations of 𝑟𝑘.

That is, with a relatively smaller number of iterations, the unconstrained minimum

of the penalty function 𝜙(g, 𝑟𝑘) approaches to that of the objective function 𝑓(g).

The comparison of g∗ obtained numerically (via PSO) and analytically (3.22)

under the same network conditions is shown in first two rows of the Table 3.2 for

44



Chapter 3. Power Management for Detection with Correlated Observations

10 20 30 40 50 60 70 80 90 100
10

12

14

16

18

20

22

24

26

Number of of iterations of PSO

B
es

t f
itn

es
s 

va
lu

e 
(p

en
al

ty
 fu

nc
tio

n)
 in

 d
B

n=20, γ
0
=10dB, ε=0.01, ρ=0.1

 

 

r
1
=2

r
2
=4

r
3
=8

r
4
=16

Figure 3.7: Convergence of exterior penalty function based PSO: Best fitness returned
for PSO iterations for a given penalty parameter. (Fusion error probability = 0.01)

10 nodes when the observations are i.i.d.. It can be seen that the numerical results

closely match with the analytical solution. The third row of Table 3.2 shows the

optimal g∗ obtained numerically when 𝜌 = 0.1, 𝑛 = 10, 𝛾0 = 10𝑑𝐵 and 𝜖 = 0.01.

It shows that when the observations are correlated the optimal solution for (3.19)

should turn off the sensors with poor channels similar to the analytical solution for

i.i.d observations. But it is seen that then the sensors need more power when the

observations are correlated for the same 𝑛, 𝛾0 and 𝜖.

The dependance of the total network power (obtained via constrained-PSO) on

the required fusion error probability when local observations are correlated is shown

in Figs. 3.9 and 3.10 parameterized by 𝜌 and 𝛾0. Note that, the constrained-PSO

method is applicable for any arbitrary observation noise correlation model. The

results in Figs. 3.9 and 3.10 are based on the noise covariance matrix in (3.15).
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It can be seen that the fusion performance characteristics with respect to 𝑛 and

𝛾0 for the correlated observations are similar to that with the i.i.d. observations.

From Fig. 3.10, it can be seen that the network needs to spend more power to

achieve the same performance level as the correlation coefficient of the observations

increases. This is because, as the correlation between the observations is increased,

the new information added by each additional sensor decreases (or the diversity on

the observations in reduced) resulting in degraded fusion performance.

Figure 3.11 shows the results obtained from the constrained PSO algorithm for

different noise covariance models. In the noise covariance matrix in model 1, the

off-diagonal elements above the main diagonal (or below the main diagonal) are

generated according to a uniform distribution on [0,1]. Model 2 refers to the noise

covariance matrix Σv such that (Σv)𝑖,𝑗 = 𝜎2𝑣𝜌 for 𝑖 ∕= 𝑗 and (Σv)𝑖,𝑗 = 𝜎2𝑣 for 𝑖 = 𝑗.
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Table 3.2: Comparison of analytical and numerical results when 𝜌 = 0, 𝛾0 = 10𝑑𝐵,
𝜖 = 0.01, 𝑛 = 10

g∗: Analytical [1.6172, 1.5888, 1.5555, 1.4666, 1.4616,
(𝜌 = 0) 1.4107, 1.1231, 0, 0, 0]

g∗: Numerical [1.6163, 1.5696, 1.5548, 1.5014, 1.4501,
(𝜌 = 0) 1.4099, 1.1212, 0.0013, 0.0066, 0.0008]

g∗: Numerical [1.6717, 1.5867, 1.6112, 1.5034, 1.5285,
(𝜌 = 0.1) 1.4758, 1.3381, 0.3366, 0.0062, 0.0005]

Model 3 refers to (3.15) and Model 4 is its tri-diagonal version. 𝜌 = 0.1 for models

2, 3 and 4. As observed earlier, for small 𝜌 we may approximate model 3 by model

4. As in model 2, if the observation correlation is the same among all the sensors

then the system needs more power to achieve the same performance level compared

to models 3 and 4 in which the correlations decrease as separation between sensors

increases. It can also be seen that when the correlation coefficients are randomly
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selected between 0 and 1 as in model 1, the required power is significantly higher

than that of other noise covariance models considered with small 𝜌 values.

In the next experiment (Fig. 3.12) we analyze the performance loss caused by

the independent assumption when the observations are actually correlated. For the

results in Fig. 3.12, we assume two noise correlation models as defined by model 1

(random-uniform correlation model) and model 3 (Gauss-Markov model as given by

(3.15)). In model 3, we evaluate the performance for different values of 𝜌. In Fig.

3.12 two dashed line plots are corresponding to the model 1 and all the solid line

plots are corresponding to the noise model 3 with different 𝜌 values. With correlation

model 1, if the power allocation is done assuming independent observations to reach

a desired fusion performance, it can be seen that a severe performance degradation

will result. Thus, with random correlation models, it is more desirable to allocate
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power according to PSO-based optimal scheme rather than depending on the i.i.d.

assumption for the local observations. With the noise Model 3, which may be more

realistic in practice in many applications, it can be seen from Fig. 3.12 that for

large 𝜌 values the performance degradation on the independent assumption is severe

compared to that with lower 𝜌 values. Thus, for large correlation values (i.e. when

the nodes are placed so densely) the independent assumption for local observations

may will cause significant performance penalty. However, when 𝜌 is small, as can

be seen in Fig. 3.12 the assumption of conditional independence might not lead to

severe performance penalties, although actual observations are correlated.

In the next experiment, we analyze the robustness of the proposed power allo-

cation scheme when the estimation error of the channel fading coefficient is varied.

So far we have assumed that transmitting nodes and the fusion center have the
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models 1 and 3, 𝑛 = 20 and 𝛾0 = 10𝑑𝐵

knowledge of exact channel fading coefficients. In practice, the fusion center has

only estimates ℎ̂𝑘’s of channel coefficients. Let us assume that ℎ̂𝑘 = ℎ𝑘 + 𝛿𝑘 where

estimation error 𝛿𝑘 ∼ 𝒩 (0, 𝜎2𝛿) and 𝜎2𝛿 is the estimation error variance. The affect of

the estimation error on the optimal power allocation scheme is shown in Fig. 3.13

with different 𝜎𝛿 values. It can be seen that the proposed optimal power allocation

scheme is robust for relatively small estimation errors.

3.7 Conclusions

In this Chapter we addressed the problem of optimal power scheduling for sensor

nodes while meeting a desired fusion error probability, for data fusion in a wireless
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sensor network with i.i.d. as well as correlated observations. When observations

are i.i.d., we derived the optimal power allocation scheme analytically. For cor-

related observations, we derived an easy to optimize upper bound for the fusion

error probability that is valid for sufficiently small observation correlations. When

the observations are arbitrary correlated, we proposed an evolutionary computation

technique based on PSO to evaluate the optimal power levels at sensor nodes. We

showed that according to the optimal power allocation strategy the sensors with poor

observations and/or bad channel qualities must be turned off to save the total power

spent by the network. Moreover, when the local observation quality is very good it is

sufficient to collect data from only a small number of sensors out of the total available

nodes in the network (keeping others turned off). In the case of i.i.d. observations,
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and with correlated observations with the derived upper bound, the derived optimal

power scheduling schemes can be implemented distributively with only a small feed-

back from the fusion center. From numerical results based on constrained-PSO, we

observed that the optimal power allocation scheme provides significant total energy

savings over that of the uniform power allocation scheme especially when the number

of nodes in the system is large or when the local observation quality is good. Also

the PSO based method has significantly better performance compared to power al-

location schemes assuming independent observations for relatively large observation

correlations.

3.8 Appendix 3A

Uniqueness of 𝐾1: In the following, we show the existence of a unique 𝐾1, where

1 ≤ 𝐾1 ≤ 𝑛 such that 𝑓(𝐾1) < 1 and 𝑓(𝐾1+1) ≥ 1 where 𝑓(𝑘) =
(𝑘−𝛽2𝜎2

𝑣
)

ℎ𝑘
∑𝑘
𝑗=1

1
ℎ𝑗

, 1 ≤ 𝑘 ≤
𝑛 and we have assumed ℎ1 ≥ ℎ2 ≥ ⋅ ⋅ ⋅ ≥ ℎ𝑛. When 𝑘 = 1, 𝑓(1) = (1−𝛽2𝜎2

𝑣)

ℎ1
1
ℎ1

< 1. So,

𝑓(𝑘) > 1 is not possible for all 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑛. Therefore there are two possibilities:

(I). 𝑓(𝑘) < 1 for all 1 ≤ 𝑘 ≤ 𝑛: In this case we set 𝐾1 = 𝑛. (II).There exists a

unique 𝐾1 such that 𝑓(𝐾1) < 1 and 𝑓(𝐾1 + 1) ≥ 1, where 1 ≤ 𝐾1 ≤ 𝑛.

The uniqueness of 𝐾1 implies that for any 𝑘 ≥ 𝐾1 + 1, we should have 𝑓(𝑘) ≥ 1.

This can be proved by showing that if 𝑓(𝑘) ≥ 1, then 𝑓(𝑘 + 1) ≥ 1. When 𝑓(𝑘) ≥ 1,

it implies that

𝑓(𝑘 + 1) =
(𝑘 − 𝛽2𝜎2𝑣) + 1

(ℎ𝑘

∑𝑘
𝑗=1

1
ℎ𝑗

+ 1) + (ℎ𝑘+1 − ℎ𝑘)
∑𝑘

𝑗=1
1
ℎ𝑗

(3.31)

The second term of the denominator of (3.31) is negative or equal to zero since we

have assumed that ℎ𝑘+1 ≤ ℎ𝑘. Hence 𝑓(𝑘 + 1) ≥ (𝑘−𝛽2𝜎2
𝑣)+1

ℎ𝑘
∑𝑘

𝑗=1
1
ℎ𝑗

+1
> 1 as required.
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Uniqueness of the minimum of (3.20) : The uniqueness follows from the fact that,

(3.22) is the only solution that satisfies the KKT conditions of the problem (3.20).

Remaining is to show that the optimal solution (3.22) corresponds to a global mini-

mum. To prove that, we will show that the Hessian matrix of the Lagrangian (3.21)

is positive definite at the optimal solution. It can be seen that the Hessian matrix

(𝐻) of (3.21) is diagonal with 𝐻𝑘,𝑘 = 2 + 2𝜆0ℎ
2
𝑘𝜎

2
𝑤
(3𝑔2𝑘ℎ

2
𝑘𝜎

2
𝑣−𝜎2

𝑤)

(𝑔2𝑘ℎ
2
𝑘𝜎

2
𝑣+𝜎2

𝑤)
3 for 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑛.

As in (3.22), when 𝑛 > 𝛽2𝜎2𝑣 and 𝑓(𝑘) − 1 < 0, the optimal power at 𝑘-th node

is given by, 𝑔2𝑘 = 𝜎2
𝑤

ℎ2
𝑘𝜎

2
𝑣

[
ℎ𝑘
∑𝐾1
𝑗=1

1
ℎ𝑗

(𝐾1−𝛽2𝜎2
𝑣)
− 1

]
. Then 𝐻𝑘,𝑘 = 2

[
1−
(
4
ℎ𝐾1

ℎ𝑘
𝑓(𝐾1)− 3

)]
> 0,

since 𝑓(𝐾1) < 1 and ℎ𝐾1 ≤ ℎ𝑘. When 𝑛 > 𝛽2𝜎2𝑣 and 𝑓(𝑘) − 1 > 0, optimal 𝑔2𝑘 = 0

and then 𝐻𝑘,𝑘 = 2

[
1−
(

ℎ𝑘
ℎ𝐾1

𝑓(𝐾1)

)2]
> 0, since then 𝑓(𝐾1) > 1 (that is 𝑘 ≥ 𝐾1)

and therefore ℎ𝑘 ≤ ℎ𝐾1. Thus 𝐻𝑘,𝑘 > 0 for 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑛 implying 𝐻 is a positive

definite matrix.
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Chapter 4

Power Management for Estimation

with Correlated Observations

4.1 Introduction

In Chapter 3, distributed detection by a WSN in the presence of correlated observa-

tions was considered. Distributed estimation of static as well as dynamic parameters

by a set of distributed sensor nodes and a fusion center is another important topic

in signal processing for sensor networks. In most distributed estimation approaches,

it is assumed that the sensor nodes transmit their observations to the fusion center

over a set of orthogonal channels. However, the use of bandlimited channels has been

attracted considerable attention in the context of wireless sensor networks since the

available bandwidth of the system is fixed regardless of the number of nodes.

Use of bandlimited channels in WSNs has been considered by recent research. In

[94] the estimation over Type-Based Multiple Access (TBMA) was considered where

each node transmits its observations using certain signaling in a shared channel.

They have shown that TBMA is asymptotically optimal in the limit of large number
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of nodes if the channel gains are identical. Power efficient distributed estimation

of a random parameter over bandlimited channels was considered in [147]. The

asymptotic performance analysis based on non-orthogonal channels for distributed

detection was addressed in [60], [3].

In addition to limited bandwidth, as discussed in Chapter 3 for distributed de-

tection, an important issue to be considered in WSNs is node power, since sensor

nodes are usually equipped with small size batteries that can be expensive and/or

difficult to replace. A considerable work has been done on power constrained WSNs

for distributed estimation in the literature, to name a few [69, 72, 147, 148]. In [69]

the minimum energy decentralized estimation with correlated data was addressed.

They have exploited the knowledge of noise covariance matrix to select quantization

levels at nodes and minimum power was derived accordingly to meet a target MSE.

In [148], the optimal power scheduling scheme meeting a required target MSE at

the fusion center (with independent observations) was considered assuming quan-

tized decisions at local nodes. It was also shown that optimal power scheduling

scheme improves the mean squared error performance by a large margin compared

to that achieved by an uniform power allocation scheme. In [147], the same problem

was addressed with AF processing at local nodes. Energy constrained distributed

estimation is addressed in [72].

However, again the effect of the correlated observations is a crucial issue in prac-

tical sensor networks for distributed estimation. Effect of dependent noise in the

estimation accuracy is presented in [118], for two different noise covariance models.

The minimum energy decentralized estimation with correlated data was addressed

in [69]. They exploited the knowledge of the noise covariance matrix to select quanti-

zation levels at nodes that minimized the power, while meeting a target mean-squared

error.

In this Chapter, our contribution is on the estimation of a non-random param-
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eter over bandlimited channels with correlated observations. Each node is assigned

a signaling waveform (or code) which corresponds to DS-CDMA. We consider the

cases where signaling waveforms are orthogonal, equi-correlated and perfectly cor-

related (multiple access channel-MAC). Assuming perfect synchronization in sensor

transmissions, first we analyze the asymptotic MSE performance for correlated ob-

servations with equal power at nodes and identical channel gains. Next, we derive

the optimal power allocation schemes for the communication with orthogonal and

MAC to achieve a required MSE performance at the fusion center. It is shown that

the optimal power scheduling scheme for MAC has a better performance over that

of the orthogonal channels. We also discuss the effect of the synchronization errors

on the MAC estimation performance.

The remainder of this Chapter is organized as follows. Section 4.2 presents the

sensor network model and formulates the estimation problem. MSE performance at

the fusion center is presented in Section 4.3. In Section 4.4, the asymptotic MSE

performance is analyzed for correlated observations assuming equal power at sensor

nodes and identical channel gains. Assuming channels undergo fading, the optimal

power allocation schemes for orthogonal and MAC communication are presented

in Section 4.5. In Section 4.6, the effect of the synchronization errors in sensor

transmissions on estimation performance is discussed. The conclusions of this work

are given in Section 4.7.

4.2 Sensor Network Model

Consider a WSN with 𝑛 spatially separated sensor nodes. Each sensor has a mea-

surement 𝑧𝑘 of a non-random parameter 𝜃:

𝑧𝑘 = 𝜃 + 𝑣𝑘; 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑛
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where 𝑣𝑘’s are assumed to be zero mean correlated additive noise with covariance

matrix Σv. We assume that 𝜃 has a finite range so that its average energy is finite.

Let us define the local signal-to-noise ratio 𝛾0 = 𝑃𝑠
𝜎2
𝑣

where 𝑃𝑠 is the average power

of the parameter to be estimated and 𝜎2𝑣 is the noise variance of each 𝑣𝑘. Each node

performs AF processing on its observation with a gain of 𝑔𝑘.

4.3 MSE Performance with Non-Orthogonal

Communication

In general, for non-orthogonal communication between nodes and the fusion center,

𝑘-th node is assigned a signaling waveform s𝑘 normalized such that s𝑇𝑘 s𝑘 = 1, for

𝑘 = 1, ⋅ ⋅ ⋅ , 𝑛. The number of degrees of freedom in the signaling waveform is assumed

to be 𝑁 so that s𝑘 is a length 𝑁 vector for 𝑘 = 1, ⋅ ⋅ ⋅ , 𝑛. Then the transmitted

signal 𝑢𝑘 at each sensor node is given by 𝑢𝑘 = 𝑔𝑘𝑧𝑘s𝑘 where 𝑔𝑘 is the amplifier gain

at the 𝑘-th node. Note that, we assume that each amplify-and forward (AF) local

processing at each node (as in Chapter 3). A sufficient statistic for the estimation

of 𝜃 at the fusion center is given by the output of a bank of 𝑛 filters matched to the

signalling waveforms s𝑘’s. Assuming perfect synchronization in sensor transmissions,

the matched filter output is given by [130],

y = RAz+w (4.1)

where R is the code cross correlation matrix, A = diag(ℎ1𝑔1, ⋅ ⋅ ⋅ , ℎ𝑛𝑔𝑛) where ℎ𝑘’s

are the channel fading coefficients and w is the filtered Gaussian noise vector dis-

tributed as w ∼ 𝒩 (0, 𝜎2𝑤R) where 𝜎2𝑤 is the receiver noise power at the fusion center.

In this Chapter we assume that R has the following form which is a common as-
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sumption in practice: R =

⎡
⎢⎢⎢⎢⎢⎣

1 𝜌 . . . 𝜌 𝜌

𝜌 1 . . . 𝜌 𝜌

. . . . . . .

𝜌 𝜌 . . . 𝜌 1

⎤
⎥⎥⎥⎥⎥⎦ where ∣𝜌∣ ≤ 1. The Best Linear

Unbiased Estimator (BLUE) at the fusion center based on matched filter output y

can be shown to be (which is the same as MVUE when the noise is Gaussian),

𝜃(y) =
eTARΣn

−1y
eTARΣn

−1RAe
,

where Σn = RAΣvAR + 𝜎2𝑤R and e is the 𝑛-length vector with all ones. The

resulting MSE is given by,

MSE(𝜃) =
(
eTARΣn

−1RAe
)−1

. (4.2)

4.4 Asymptotic MSE Performance with

Non-Orthogonal Communication

For asymptotic analysis, we assume that each node has the same amplification factor

𝑔 and identical channel gains, ℎ𝑘 = 1 for 𝑘 = 1, ⋅ ⋅ ⋅ , 𝑛. Then MSE in (4.2), using

matrix inversion lemma, can be shown to be

MSE(𝜃) =
1

𝑔2

𝜎2
𝑤

(
eTRe− 𝑔2

𝜎2
𝑤
eT
[
(RΣvR)−1 + 𝑔2

𝜎2
𝑤
R−1
]−1

e

) .
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Let us denote, Z𝑛 =
(
(RΣvR)−1 + 𝑔2

𝜎2
𝑤
R−1
)
. Further, let us assume the noise co-

variance matrix Σv has the Gauss-Markov model, so that

Σv = 𝜎2𝑣

⎡
⎢⎢⎢⎢⎢⎣

1 𝜌𝑑 . . . 𝜌𝑛−2
𝑑 𝜌𝑛−1

𝑑

𝜌𝑑 1 . . . 𝜌𝑛−3
𝑑 𝜌𝑛−2

𝑑

. . . . . . .

𝜌𝑛−1
𝑑 𝜌𝑛−2

𝑑 . . . 𝜌𝑑 1

⎤
⎥⎥⎥⎥⎥⎦ (4.3)

where ∣𝜌𝑑∣ ≤ 1. It is easy to see that with noise covariance matrix (4.3), Z𝑛 becomes

a circulant matrix for sufficiently large 𝑛 . Since the inverse of a circulant matrix is

also circulant, Z−1
𝑛 is a circulant matrix. It can be shown that for large 𝑛 [50],

eTZ
−1
𝑛 e = 𝑛𝜆Z−1,𝑀 (4.4)

where 𝜆Z−1,𝑀 is the largest eigenvalue of Z−1
𝑛 . By using eigenvalue decomposition

(EVD) and exploiting the fact that all circulant matrices have same eigenvectors, we

have Z−1
𝑛 = 𝑈

[
Λ−1

R Λ−1
v Λ−1

R + 𝑔2

𝜎2
𝑤
Λ−1

R

]−1
𝑈∗ where ΛR and Λv are diagonal matrices

of eigenvalues of R and Σv respectively. 𝑈 is a unitary matrix where columns of

𝑈 contain eigenvectors of an 𝑛× 𝑛 circulant matrix. The 𝑚-th eigenvalue of Z−1
𝑛 is

given by 𝜆Z−1
𝑛 ,𝑚 =

𝜎2
𝑤𝜆2

R,𝑚𝜆v,𝑚

𝜎2
𝑤+𝑔2𝜆R,𝑚𝜆v,𝑚

. Now, (4.4) becomes,

eTZ
−1
𝑛 e = 𝑛

𝜎2𝑤𝜆
2
R,𝑀𝜆v,𝑀

𝜎2𝑤 + 𝑔2𝜆R,𝑀𝜆v,𝑀

where 𝜆R,𝑀 and 𝜆v,𝑀 are maximum eigenvalues of R and Σv respectively. It can

be shown that [3, 50], for large 𝑛, 𝜆R,𝑀 equals to (1 + 𝜌(𝑛 − 1)) for 0 ≤ 𝜌 ≤ 1 and

1 − 𝜌 for −1 ≤ 𝜌 < 0 respectively and 𝜆v,𝑀 = 𝜎2
𝑣(1+∣𝜌𝑑∣)
(1−∣𝜌𝑑∣) for ∣𝜌𝑑∣ < 1. Then MSE

asymptotically is given by,

MSE(𝜃) =
(1− 𝜌𝑑)𝜎

2
𝑤 + 𝑔2𝜎2𝑣(1 + 𝜌𝑑)(1− 𝜌 + (𝑛𝜌)+)

𝑛𝑔2(1− 𝜌𝑑)(1− 𝜌 + (𝑛𝜌)+)

where (𝑥)+ equals 0 for 𝑥 < 0, and otherwise equals to 𝑥.
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4.4.1 𝜌=0: Orthogonal communication

For orthogonal channels, the cross correlation between codes is 𝜌 = 0. Then the

asymptotic MSE is given by,

MSE(𝜃) =
(1− 𝜌𝑑)𝜎

2
𝑤 + 𝑔2𝜎2𝑣(1 + 𝜌𝑑)

𝑛𝑔2(1− 𝜌𝑑)
. (4.5)

4.4.2 𝜌=1: Perfect correlation between codes

When 𝜌 = 1, we call the communication is over MAC. In this case, each node uses

same signalling code.

Then the MSE asymptotically is given by,

MSE(𝜃) =
(1− 𝜌𝑑)𝜎

2
𝑤 + 𝑛𝑔2𝜎2𝑣(1 + 𝜌𝑑)

𝑛2𝑔2(1− 𝜌𝑑)
. (4.6)

It is clear from (4.5) and (4.6), that the use of non-orthogonal channels improves the

MSE performance. Figure 4.1 shows the derived asymptotic MSE performance and

the exact MSE as a function of 𝑛 for a given 𝜌𝑑. It can be seen that the derived

asymptotic expression for MSE is a good approximation for the exact MSE even with

relatively small 𝑛. The figure also shows that the MSE performance is improved by

increasing code cross correlation. This is because, with AF local processing and

non-orthogonal channels, the distributed sensor system tends to act as a coopera-

tive beam-former. For 𝜌 = 1, the system has a perfectly directed beam towards the

fusion center that exploits the full coherent gain. In contrast, when 𝜌 = 0, a set of

orthogonal channels are used for sending information regarding the same estimator

and does not have the cooperative beam-forming gain. In Fig. 4.2 the dependence

of MSE on local observation correlation 𝜌𝑑 is shown. It is observed that when ob-

servation correlation is larger, the MSE performance is degraded. This is because
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Figure 4.1: MSE as a function of number of sensors 𝑛

of the fact that the new information added by the additional sensor nodes decreases

as the correlation increases. However, it is shown that by increasing the code cross

correlation 𝜌, a better performance can be achieved even when the observations are

highly correlated.

4.5 Optimal Power Allocation in Fading Channels

In the following we assume the channels between sensor nodes and the fusion center

undergo fading. The objective is to allocate the node power in an optimal way

such that the minimum power is spent by the network to achieve a desired MSE
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Figure 4.2: The dependence of MSE on local observation correlation parameter 𝜌𝑑

performance at the fusion center. The optimization problem can be formulated as

min
𝑔𝑘≥0,𝑘=1,⋅⋅⋅ ,𝑛

𝑛∑
𝑘=1

𝑔2𝑘 such that MSE(𝜃) ≤ 𝐷0 (4.7)

where 𝐷0 is the required MSE threshold at the fusion center.

4.5.1 Orthogonal communication and i.i.d observations

When the observations are i.i.d., Σv = 𝜎2𝑣I. Since 𝜌 = 0, R = I. Then MSE in (4.2)

becomes MSE(𝜃) =
(∑𝑛

𝑘=1
ℎ2
𝑘𝑔

2
𝑘

𝜎2
𝑣ℎ

2
𝑘𝑔

2
𝑘+𝜎2

𝑤

)−1
. Letting 𝐷 = 1

𝐷0
, the optimization problem
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(4.7) becomes

min
𝑔𝑘≥0,𝑘=1,⋅⋅⋅ ,𝑛

𝑛∑
𝑘=1

𝑔2𝑘 such that

𝐷 −
𝑛∑

𝑘=1

ℎ2𝑘𝑔
2
𝑘

ℎ2𝑘𝑔
2
𝑘𝜎

2
𝑣 + 𝜎2𝑤

≤ 0 (4.8)

The optimal solution 𝑔∗2𝑘 for (4.8) can be shown to be,

𝑔∗2𝑘 =

⎧⎨
⎩

𝜎2
𝑤

ℎ2
𝑘𝜎

2
𝑣

[
ℎ𝑘
∑𝐾1
𝑗=1

1
ℎ𝑗

(𝐾1−𝐷𝜎2
𝑣)
− 1

]
; if 𝑓(𝑘)− 1 < 0 and 𝑛 > 𝐷𝜎2𝑣

0 ; if 𝑓(𝑘)− 1 > 0 and 𝑛 > 𝐷𝜎2𝑣

infeasible ; if 𝑛 < 𝐷𝜎2𝑣

(4.9)

where assuming, without loss of generality, ℎ1 ≥ ℎ2 ≥ ⋅ ⋅ ⋅ ≥ ℎ𝑛, 𝑓(𝑘) = (𝑘−𝐷𝜎2
𝑣)

ℎ𝑘
∑𝑘

𝑗=1
1
ℎ𝑗

,

1 ≤ 𝑘 ≤ 𝑛 and 𝐾1 is found such that 𝑓(𝐾1) < 1 and 𝑓(𝐾1 + 1) ≥ 1 for 1 ≤ 𝐾1 ≤ 𝑛.

Note that letting
√
𝛿0 = 𝜎𝑤

∑𝐾1
𝑘=1

1
ℎ𝑘

𝐾1−𝐷𝜎2
𝑣
, for 𝑓(𝑘)−1 < 0 and 𝑛 > 𝐷𝜎2𝑣 , the optimal 𝑔∗2𝑘 can

be written as, 𝑔∗2𝑘 = 𝜎2
𝑤

ℎ2
𝑘𝜎

2
𝑣

(
ℎ𝑘

√
𝛿0

𝜎𝑤
− 1
)
. Hence, assuming channel state information

(CSI) is available at sensor nodes, once the fusion center broadcasts
√
𝛿0, each node

can determine its power using
√
𝛿0 as a side information.

4.5.2 MAC and i.i.d. observations

When 𝜌 = 1 (MAC), the MAC output is simplified to,

𝑦 =

𝑛∑
𝑘=1

ℎ𝑘𝑔𝑘𝑧𝑘 + 𝑤, (4.10)

where 𝑤 ∼ 𝒩 (0, 𝜎2𝑤). The MSE estimator and the corresponding MSE are then given

by,
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𝜃𝐵𝐿𝑈𝐸(𝑦) =
𝑦

e𝑇Ae
=

𝑦∑𝑛
𝑘=1 ℎ𝑘𝑔𝑘

(4.11)

and

MSE(𝜃) =
eTAΣvAe+ 𝜎2𝑤

(eTAe)2
(4.12)

With i.i.d. observations, the MSE in (4.12) reduces to,

MSE(𝜃) =
𝜎2𝑣
∑𝑛

𝑘=1 ℎ
2
𝑘𝑔

2
𝑘 + 𝜎2𝑤

(
∑𝑛

𝑘=1 ℎ𝑘𝑔𝑘)
2 . (4.13)

Since MSE(𝜃) in (4.13) is not convex over 𝑔𝑘’s a variable transformation as in [147]

is done to obtain a convex programming problem for (4.7). Let 𝑞𝑘 = ℎ𝑘𝑔𝑘 for 𝑘 =

1, 2, ⋅ ⋅ ⋅ , 𝑛 and 𝑠 =
∑𝑛

𝑘=1 𝑞𝑘. Then 𝑔𝑘 = 𝑞𝑘
ℎ𝑘

and the optimization problem becomes,

min
𝑞1,⋅⋅⋅ ,𝑞𝑛;𝑠

∑𝑛
𝑘=1

𝑞2𝑘
ℎ2
𝑘

such that∑𝑛
𝑘=1 𝑞

2
𝑘 + 𝜎2

𝑤

𝜎2
𝑣
≤ 𝑑𝑠2 and 𝑠 = 𝑞1 + ⋅ ⋅ ⋅+ 𝑞𝑛,

where 𝑑 = 𝐷0

𝜎2
𝑣
.

By solving the above optimization problem, the optimal 𝑔∗2𝑘 can be shown to be,

𝑔∗2𝑘 =
𝜇2

4

ℎ2𝑘
(1 + 𝜆0ℎ2𝑘)

2
, 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑛 (4.14)

where 𝜆0 can be found numerically by solving the equation
∑𝑛

𝑘=1
𝜆0ℎ2

𝑘

(1+𝜆0ℎ2
𝑘)

= 1
𝑑

and

𝜇 is given by, 𝜇 = 2𝜎𝑤
𝜎𝑣

(
1

𝜆2
0𝑑
−∑𝑛

𝑘=1
ℎ4
𝑘

(1+𝜆0ℎ2
𝑘)

2

)− 1
2

. The optimal total power spent

is 𝑃𝑡𝑜𝑡𝑎𝑙 =
∑𝑛

𝑘=1 𝑔
∗2
𝑘 = 𝜎2

𝑤

𝜎2
𝑣
𝜆0. From (4.14), it can be seen that the optimal power
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Figure 4.3: Comparison of optimal power and uniform power for 𝜌 = 0 and 𝜌 = 1

has a distributed structure with 𝜆0 and 𝜇 as side information from the fusion center

assuming CSI is available at the transmitter.

However, assuming that the channel fading coefficients are Rayleigh distributed

with a parameter 𝜎, for large 𝑛, 𝜆0 and 𝜇 are given by, solutions to

𝑛

2𝜎2

(
1

𝜆0
𝑒

1
2𝜎2𝜆0 Ei(− 1

2𝜎2𝜆0
) + 2𝜎2

)
=

1

𝑑
(4.15)

and

𝜇 = 2
𝜎𝑤

𝜎𝑣

(
1

𝜆20𝑑
−
[
𝑛

𝜆30
(𝜆0 +

1

2𝜎2
) +

𝑛

2𝜎2𝜆40
𝑒

1
2𝜎2𝜆0Ei(− 1

2𝜎2𝜆0
)(2𝜆0 +

1

2𝜎2
)

])
(4.16)

where Ei(.) is the exponential integral defined as Ei(𝑥) = − ∫∞
−𝑥

𝑒−𝑡
𝑡
𝑑𝑡. The perfor-

mance of the optimal power allocation schemes derived in sections 4.5.1 and 4.5.2 are
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shown in Fig. 4.3. As observed in Section 4.4, it is seen that the MSE performance

is improved as 𝜌 increases. Also it is observed that the derived optimal power allo-

cation scheme has a better performance compared to the uniform power allocation

scheme especially when the number of sensor nodes in the system is large and/or the

required MSE is not significantly small.

It is noted from Sections 4.5.1 and 4.5.2 that for orthogonal communication (𝜌 =

0), it is optimal to activate the sensor nodes with good channel quality and high local

SNR while turning off the sensor nodes with poor channel and local SNR quality.

However, MAC (𝜌 = 1), it is optimal to combine all the observations irrespective

of the channel and the local SNR quality. This is because, for 𝜌 = 1, the system

has a perfectly directed beam towards the fusion center that exploits a 𝑛 factor of

coherent gain when there are 𝑛 sensor nodes in the network. Therefore, for 𝜌 = 1, in

the optimal power allocation scheme, all the sensor nodes are active to exploit the

full coherent gain at the fusion center in contrast with 𝜌 = 0 case where there is no

cooperative beamforming gain.

4.5.3 MAC and correlated observations

With correlated observations, the MSE is given by (4.12). Since when the observa-

tions are correlated, it is difficult to obtain an analytical closed form solution for the

optimal power allocation problem (4.7), using the fact that the Rayleigh quotient

of a Hermitian matrix is upper bounded by its maximum eigenvalue, we find the

following upper bound for the MSE (4.12),

MSE𝐵(𝜃) =
𝜆𝑀

∑𝑛
𝑘=1 ℎ

2
𝑘𝑔

2
𝑘 + 𝜎2𝑤

(
∑𝑛

𝑘=1 ℎ𝑘𝑔𝑘)2
(4.17)

where 𝜆𝑀 is the maximum eigenvalue of Σv. Now the optimal power allocation

scheme is found to keep the MSE bound under a desired threshold 𝐷0. Following a
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similar procedure as in Section 4.5.2, the optimal power can be shown to be

𝑔2𝑘 =
𝜇

′2

4

ℎ2𝑘
(1 + 𝜆

′
0𝜆𝑀ℎ2𝑘)

2
, 𝑘 = 1, ⋅ ⋅ ⋅ , 𝑛 (4.18)

where 𝜆
′
0 is found by solving the expression 𝜆

′
0

∑𝑛
𝑘=1

ℎ2
𝑘

(1+𝜆
′
0𝜆𝑀ℎ2

𝑘)
= 1

𝐷0
and 𝜇

′
=

2𝜎𝑤

(
1

𝜆
′2
0 𝐷0

− 𝜆𝑀

∑𝑛
𝑘=1

ℎ4
𝑘

(1+𝜆
′
0𝜆𝑀ℎ2

𝑘)

)−1/2
. The performance of the power allocation
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Figure 4.4: The performance of the power allocation scheme based on MSE bound
for 𝜌 = 1 and correlated observations. Total power vs. MSE, 𝑛 = 20, 𝛾0 = 20𝑑𝐵

scheme based on the MSE bound is shown in Figs. 4.4 and 4.5. From Fig. 4.4

and 4.5 it can be seen that the optimal power allocation scheme based on the MSE

bound significantly outperforms the uniform power allocation scheme based on exact

MSE when the number of sensor nodes in the network 𝑛 is large or the observation

correlation coefficient 𝜌𝑑 is relatively small or the local SNR quality 𝛾0 is moderate

and high. However, it is seen from Fig. 4.5 that for large 𝜌𝑑, when 𝑛 and 𝛾0 is small,
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the power allocation scheme based on the MSE bound does not perform well. In

those cases, the uniform power allocation scheme based on exact MSE provides less

total power consumption.

4.6 Synchronization in Sensor Transmissions and

the Effect of Synchronization Error on MSE

Performance

An important assumption that has been made in the above analysis in MAC com-

munication is perfect synchronization of sensor transmissions. In practice, achieving
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perfect synchronization among nodes might be a difficult task. In this section we

discuss a strategy for achieving synchronization and consider the impact of synchro-

nization errors on the MSE performance. For the analysis given below we assume a

network model with i.i.d. observations and 𝜌 = 1.

We follow a similar strategy as described in [11] to achieve synchronization in the

sensor network. We assume that there is a master-node which broadcasts the carrier

and timing signals to the rest of the sensor nodes (slave nodes). Then there are (𝑛−1)

slave nodes, each at distance 𝑑𝑘 + 𝛿𝑘 from the master node for 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑛 − 1

where 𝑑𝑘 and 𝛿𝑘 are the nominal distance and the sensor placement error of the 𝑘-th

node, respectively. The master node broadcasts a carrier signal cos(2𝜋𝑓0𝑡) where 𝑓0

is the carrier frequency. The received carrier signal at the 𝑘-th slave node is a noisy

version of cos(2𝜋𝑓0𝑡+𝜓𝑘 +𝜓𝑒𝑘) where 𝜓𝑘 = 2𝜋𝑓0𝑑𝑘
𝑐

and 𝜓𝑒𝑘 = 2𝜋𝑓0𝛿𝑘
𝑐

. Each slave node

employs a Phase Locked Loop (PLL) to lock onto the carrier. If each slave node

precompensates for the difference in their nominal distances 𝑑𝑘, to the master node,

by transmitting its modulated and locally processed observation with a proper delay

and phase shift 𝜓𝑘, then the received signal at the fusion center is corrupted by the

timing error and the phase error due to the sensor placement error 𝛿𝑘. Considering

only the phase error due to sensor placement error, the matched filter output at the

fusion center is given by 𝑦 =
∑𝑛

𝑘=1 ℎ𝑘𝑔𝑘𝑧𝑘cos(𝜓𝑒𝑘) + 𝑤. To analyze the effect of

phase error due to sensor placement error, we assume that the placement error 𝛿𝑘 is

distributed as Gaussian with zero mean and the variance 𝜎2𝛿 which is much smaller

than the wavelength 𝜆0. Then the phase error 𝜓𝑒𝑘 ∼ 𝒩 (0, 𝜎2𝜓) and we assume that

𝜎2𝜓 is small. To obtain the BLUE estimator, we take the expectation of 𝑦 with respect

to both 𝑧𝑘 and 𝜓𝑒𝑘. i.e. 𝐸(𝑦) = 𝜃𝑒−
𝜎2𝜓
2

∑𝑛
𝑘=1 ℎ𝑘𝑔𝑘 assuming the observation noise 𝑣𝑘

is i.i.d.. Then the BLUE estimator is 𝜃𝐵𝐿𝑈𝐸(𝑦) = 𝑦

𝑒−
𝜎2
𝜓
2
∑𝑛
𝑘=1 ℎ𝑘𝑔𝑘

and the resulting
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Figure 4.6: The effect of the synchronization error for the MSE performance

MSE with the phase error is given by,

MSE
′
(𝜃) =

𝑒−𝜎2
𝜓𝜎2𝑣
∑𝑛

𝑘=1 ℎ
2
𝑘𝑔

2
𝑘 + 𝜎2𝑤

𝑒−𝜎2
𝜓 (
∑𝑛

𝑘=1 ℎ𝑘𝑔𝑘)
2

=
𝜎2𝑣
∑𝑛

𝑘=1 ℎ
2
𝑘𝑔

2
𝑘 + 𝑒𝜎

2
𝜓𝜎2𝑤

(
∑𝑛

𝑘=1 ℎ𝑘𝑔𝑘)
2

which is greater than the MSE with perfect synchronization in (4.13), showing

that the synchronization error causes a degradation of MSE performance at the

fusion center. Figure 4.6 shows the effect of the synchronization error on the MSE

performance for i.i.d. observations. It can be seen that when the variance of the

phase error 𝜎2𝜓 is significantly small, the affect of the synchronization error on the

MSE performance with MAC (𝜌 = 1), is small. Even for relatively large 𝜎2𝜓, the

use of MAC gives significant performance compared to that of orthogonal channels

(𝜌 = 0).
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4.7 Conclusions

The distributed estimation of a non-random parameter in a bandlimited channel

with AF processing at local nodes is addressed in this Chapter. We consider in

general, correlated observations. First, assuming equal power and identical channel

gains, asymptotic performance of MSE was analyzed for correlated observations. It

was shown that the performance based on the derived asymptotic expression closely

matches with the exact MSE performance even for relatively small network sizes. It

was also shown that the use of non-orthogonal channels results significant perfor-

mance over that of the orthogonal channels.

Next, assuming fading channels between sensor nodes and the fusion center, we

derived the optimal power allocation schemes with both orthogonal and MAC chan-

nels while keeping the required MSE at the fusion center under a given threshold. In

the case of i.i.d. observations, it was shown that the derived optimal power alloca-

tion scheme has a distributed implementation with a limited feedback from the fusion

center. Also it was shown that the optimal power allocation schemes with both MAC

and orthogonal channels have better performance over corresponding uniform power

allocation schemes. For correlated observations with 𝜌 = 1, the power allocation

scheme was found analytically using the derived bound for the MSE. It was shown

that the optimal power allocation scheme based on the MSE bound has a significant

performance over the uniform power allocation scheme based on the exact MSE when

𝑛 is large, 𝛾0 is high and for relatively small observation correlation coefficient 𝜌𝑑.

When the communication between the sensor nodes and the fusion center is non-

orthogonal, the coherent gain achieved above is based on the assumption that the

sensor transmissions are perfectly synchronized. We also discussed the synchroniza-

tion of the sensor transmissions and the effect of synchronization errors on the MSE

performance. It was shown that, for relatively small synchronization errors, the
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performance of the power allocation scheme for MAC channels does not have a sig-

nificant degradation and it is still better than that of using orthogonal channels.

Also it gives an insight on deciding the level of tolerance of the sensor placement

errors within which the multiple-access communication has better performance over

the orthogonal communication.
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Chapter 5

Distributed Node Selection for

Noisy Sequential Estimation

5.1 Introduction

In typical sensor network applications considered in literature (as discussed in Chap-

ters 3 and 4), it is assumed that the spatially separated sensor nodes send their locally

processed information to a fusion center to obtain the final decision [7,82,94]. How-

ever, as discussed in Chapter 2, a major problem of such a centralized approach is

the large power consumption for communication. The reliability of such architecture

depends on the robustness of the fusion center. In some sensor network applications,

it is required that any distributed node has the ability to form the final decision or the

estimator by collaborating locally with other nodes in the network reducing the large

communication burden as with centralized schemes. Distributed sequential estima-

tion, in which nodes update the local estimators sequentially, is one way of achieving

collaborative estimation without depending on a central fusion center. Such schemes

are more robust against failures compared to centralized schemes. Since all nodes in
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the network may not have useful information regarding the Phenomenon of Interest

(PoI), it is required to select nodes which carry useful information for the estimation

process. This ensures that only nodes which contribute to the final decision need

to be in active in the decision process while others may remain idle preserving their

transmit energy.

The distributed sequential estimation problem was formulated in [34, 154, 156].

According to [34,154], a lead node sequentially queries the sensor nodes and updates

its estimator (based on the posterior distribution of the state of the PoI) until a de-

sired performance level is reached. In these schemes, the lead node has to keep track

of all nodes which have been participated in the decision process at each processing

step. In [156], the posterior distribution (belief) at the current node is transmitted

to the next node where it updates the state of belief based on the current belief and

the new measurement at that node. Note that in this scheme, if the belief (posterior

distribution) cannot be represented by a parameterizable distribution, grid samples

of the distribution should be transmitted to the next node leading to a considerable

communication burden. However, when the belief cannot be represented by a stan-

dard parameterizable distribution, [156] proposed to approximate the belief by a pa-

rameterizable distribution and the corresponding parameters are transmitted to the

next node. The communication complexity in transmitting belief then is determined

by the number of parameters and their dimensions. To find the next best node in the

sequential estimation process, several information utility measures based on entropy

and the network geometry were proposed in [34]. In [161] a node selection algo-

rithm for target tracking based on the posterior Cramer-Rao Lower Bound (CRLB)

was presented. However, neither of these work considered the noise in inter-node

communication links. In [63], the sequential estimation of a non-random parameter

over noisy correlated channels was considered. However, it did not consider the best

ordering of the nodes for the sequential processing.
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In this Chapter, we consider the problem of distributed sequential estimation

of a random parameter in which the updated estimate of a node is sent to the

next node via a noisy channel. In the proposed schemes, each node in the decision

process needs to transmit only two parameters, namely the updated estimator and

the corresponding minimum mean squared error (MMSE). We propose two greedy

algorithms to find the ordering of nodes for the estimation process based on a reward

function that reflects the trade-off between an information utility measure and the

communication cost between nodes. Two schemes are different from each other

in terms of the search space; global search or a local search. We propose to use

mutual information as the information utility measure and investigate the use of

MMSE of the estimator as an alternative when it is difficult to compute the mutual

information. Note that, the mutual information utility measure selects the node

that provides the maximum amount of new information regarding the PoI as the

next processing node, given the current estimate. In the global search based scheme,

we assume that any two nodes in the network can communicate with each other

and the next node is searched over all possible unvisited nodes to maximize the

relevant objective function. In the scheme based on local search, on the other hand,

we assume that each node has a set of neighbors that it can communicate at an

affordable communication cost. Candidate next nodes at each node are allowed to

be selected only from these neighbors. Information utility measures of the candidate

nodes are computed according to the current node’s information and the knowledge

of sensor positions of neighbor nodes and target positions. In the proposed scheme

based on local search, each node has to keep track of only its neighbors to determine

which nodes have been participated in the decision process, while in the scheme with

global search, each node has to keep track of all unvisited nodes in the whole network.

From simulation results we see that the performance of the proposed scheme with

local approach becomes closer to that with the global approach after processing

a relatively small number of nodes. Also when the two proposed node selection
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schemes are used an improved performance with a smaller number of processing

nodes can be achieved compared to the nearest node selection method. However, it

should be noted that, with proposed node selection schemes a global optimal MMSE

solution is not guaranteed since they are greedy-type algorithms. We compare the

two proposed schemes with the global optimal solution obtained via optimal shortest

path algorithms (forward dynamic programming) and show that the performances

of both proposed schemes are close to that with the optimal scheme with a relatively

small number of processing nodes.

The remainder of this Chapter is organized as follows: Section 5.2 presents the

sensor network model. Section 5.3 formulates the distributed sequential estimation

problem over noisy communication channels and derives the estimator performance.

The proposed distributed node selection schemes based on an information utility

measure and the inter-node communication cost are discussed in Section 5.4. Section

5.5 discusses the performance results and concluding remarks are given in Section

5.6.

5.2 Sensor Network Model

Consider a spatially distributed, sensor network consisting of 𝑛 number of nodes.

Denote by 𝑠𝑘 the 𝑘-th node, for 𝑘 = 1, ⋅ ⋅ ⋅ , 𝑛. Note that, when there is no ambiguity,

we use 𝑠𝑘 and 𝑘 to denote the 𝑘-th processing node interchangeably. The network is

deployed to estimate the signal amplitude emitted by a possible target (e.g. a sound

source) based on the following observation model at node 𝑠𝑘:

𝑧′𝑘 =
𝜃

∥x𝑘 − x𝑡∥𝛼/2 + 𝑣′𝑘, for 𝑘 = 1, ⋅ ⋅ ⋅ , 𝑛, (5.1)

where 𝜃 is the parameter to be estimated (target amplitude) that is assumed to be

Gaussian with zero mean and variance 𝜎2𝜃 , x𝑘 and x𝑡 denote the positions of sensor
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node 𝑠𝑘 and the target, respectively, 𝑣′𝑘 is the measurement noise that is assumed to

be white Gaussian with zero mean and variance 𝜎20 and 𝛼 is the path loss exponent

that is determined by the propagation environment. This model can be used, for

example, in applications in which acoustic sensors are used to estimate the amplitude

of sound signals emitted by a target [34, 96]. By rearranging (5.1), we can re-write

the observation at node 𝑠𝑘 in the equivalent form of

𝑧𝑘 = 𝜃 + 𝑣𝑘, for 𝑘 = 1, ⋅ ⋅ ⋅ , 𝑛, (5.2)

where now 𝑣𝑘 is assumed to be independent but not identically distributed. In

particular, 𝑣𝑘 is Gaussian with mean zero and variance 𝜎2𝑘 ∝ ∥x𝑘 − x𝑡∥𝛼.

5.3 MMSE Performance

The idea is to estimate the parameter 𝜃 sequentially via inter node communication.

Let 𝑠1 be the starting node of the sequential estimation process. The starting node

estimates the parameter based on its own observation, 𝑧1 = 𝜃 + 𝑣1. Assuming that

the parameter 𝜃 is independent of observation noise 𝑣1, the optimal Minimum Mean

Squared Error (MMSE) estimate at node 𝑠1 based on 𝑧1 is given by

𝜃1(𝑧1) =
𝜎2𝜃

𝜎2𝜃 + 𝜎21
𝑧1, (5.3)

and the corresponding MMSE, denoted by 𝑀1, of the estimator (5.3) is

𝑀1 =
𝜎21𝜎

2
𝜃

𝜎21 + 𝜎2𝜃
=

(
1

𝜎21
+

1

𝜎2𝜃

)−1
. (5.4)

Equivalently, (5.3) can be expressed as 𝜃1(𝑧1) = 𝑀1

𝜎2
1
𝑧1.
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The sequential estimation process is continued until either the desired perfor-

mance level is reached or observations at all nodes are processed. When 𝑘 = 1, if the

MMSE 𝑀1 does not meet the desired performance, the estimator 𝜃1 is transmitted to

the next node, selected based on a certain criteria, over a noisy channel. The criteria

for selection of next node is discussed in a later section. For 𝑘 > 1, the 𝑘-th node

estimates the parameter 𝜃 based on its own observation and the received estimator

from the (𝑘 − 1)-th node. The effective observation vector at node 𝑠𝑘 (for 𝑘 > 1) is

zk =

⎡
⎣ 𝑧𝑘

𝑞𝑘

⎤
⎦ =

⎡
⎣ 𝜃 + 𝑣𝑘

𝜃𝑘−1 + 𝑛𝑘

⎤
⎦ , for 𝑘 = 2, ⋅ ⋅ ⋅ , 𝑛,

where 𝑞𝑘 is the noise corrupted decision from node 𝑠𝑘−1. The channel noise 𝑛𝑘, from

node 𝑠𝑘−1 to node 𝑠𝑘 is assumed to be independent Gaussian with mean zero and

variance 𝜎2𝑐(𝑘−1,𝑘) ∝ ∥x𝑘 − x𝑘−1∥𝛼′
for 𝑘 = 2, ⋅ ⋅ ⋅ , 𝑛 where 𝛼′ is the path loss index of

communication channels between nodes. The MMSE estimator at node 𝑠𝑘 can thus

be shown as,

𝜃𝑘(𝑧𝑘, 𝑞𝑘) =
𝑀𝑘

𝜎2𝑘
𝑧𝑘 +

𝑀𝑘(𝜎
2
𝜃 −𝑀𝑘−1)

𝑀𝑘−1(𝜎2𝜃 −𝑀𝑘−1) + 𝜎2𝜃𝜎
2
𝑐(𝑘−1,𝑘)

𝑞𝑘, (5.5)

where 𝑀𝑘 is the MMSE at the 𝑠𝑘-th node that can be shown to be

𝑀𝑘 =
𝜎2𝜃

𝜎2𝜃𝑑
2
𝑘 + 1

, (5.6)

where 𝑑2𝑘 = 1
𝜎2
𝑘
+

(𝜎2
𝜃−𝑀𝑘−1)

2

𝜎2
𝜃

[
𝑀𝑘−1(𝜎

2
𝜃−𝑀𝑘−1)+𝜎2

𝜃𝜎
2
𝑐(𝑘−1,𝑘)

] and 𝑀𝑘−1 is the MMSE at the node 𝑠𝑘−1

that is assumed to be available at node 𝑠𝑘. Note that the MMSE at the 𝑠𝑘-th node is

determined only by statistics of observations and channel noise and it is reasonable

to assume that they can be made available at neighbors [63]. From (5.5), it can

be seen that the MMSE estimator at node 𝑠𝑘 is determined by its own observation,

information from the node 𝑠𝑘−1 and the channel noise quality.
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Since MMSE 𝑀𝑘 in (5.6) depends on the channel noise of inter-node commu-

nication links, it is interesting to examine the behavior of 𝑀𝑘 with respect to the

corresponding channel quality. We consider following two extremes: Channel quality

is good such that 𝜎2𝑐(𝑘−1,𝑘) → 0 and channel quality is poor such that 𝜎2𝑐(𝑘−1,𝑘) →∞
for 𝑘 = 2, 3, ⋅ ⋅ ⋅ , 𝑛. In the first case, we have

lim
𝜎2
𝑐(𝑘−1,𝑘)

→0
𝑀𝑘 =

𝑀𝑘−1
1 +

𝑀𝑘−1

𝜎2
𝑘

, for 𝑘 = 2, 3, ⋅ ⋅ ⋅ , 𝑛.

Therefore, it is seen that when 𝜎2𝑐(𝑘−1,𝑘) → 0, 𝑀𝑘 ≤𝑀𝑘−1 for all 𝑘. That is, by sending

the node 𝑠𝑘−1’s decision to the node 𝑠𝑘 always improves the MMSE performance at

node 𝑠𝑘. On the other hand, if inter-node communication channel quality is poor,

we have

lim
𝜎2
𝑐(𝑘−1,𝑘)

→∞
𝑀𝑘 =

𝜎2𝜃𝜎
2
𝑘

𝜎2𝜃 + 𝜎2𝑘
, for 𝑘 = 2, ⋅ ⋅ ⋅ , 𝑛. (5.7)

That is, when the quality of inter-node communication link is poor, the performance

at node 𝑠𝑘 does not depend on the decision at node 𝑠𝑘−1, but is entirely determined

by the observation quality at node 𝑠𝑘. It implies that there will be a certain threshold

value for channel quality of inter-node communication links which ensures that 𝑀𝑘 ≤
𝑀𝑘−1 for 𝑘 = 2, 3, ⋅ ⋅ ⋅ , 𝑛. Indeed, it can be shown that if 𝜎2𝑐(𝑘−1,𝑘) satisfies the

following inequality for 𝑘 = 2, 3, ⋅ ⋅ ⋅ , 𝑛

𝜎2𝑐(𝑘−1,𝑘) ≤
𝑀2

𝑘−1(𝜎
2
𝜃 −𝑀𝑘−1)

𝜎2𝑘(𝜎
2
𝜃 −𝑀𝑘−1)−𝑀𝑘−1𝜎2𝜃

, (5.8)

then 𝑀𝑘 ≤ 𝑀𝑘−1; i.e. sending the decision at node 𝑠𝑘−1 to node 𝑠𝑘 improves the

MMSE performance at 𝑠𝑘. This is further discussed in Section 5.5.

If we assume that the node observations are i.i.d and the inter-node communi-

cation is noiseless such that 𝜎2𝑘 = 𝜎20 and 𝜎2𝑐(𝑘−1,𝑘) = 0 for 𝑘 = 2, 3, ⋅ ⋅ ⋅ , 𝑛, it can be
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Figure 5.1: MMSE vs. number of sensors when observation noise is i.i.d.

shown that the MMSE at node 𝑠𝑘 (5.6) reduces to 𝑀𝑘 =
𝜎2
𝜃𝜎

2
0

𝜎2
𝑣+𝑘𝜎2

𝜃
, which is a mono-

tonically decreasing function of 𝑘. It is also interesting to see that in this case the

minimum number of nodes 𝑛𝑚𝑖𝑛 required to achieve a required MMSE performance

level 𝜖 is given by, 𝑛𝑚𝑖𝑛 = 𝜎20

(
1
𝜖
− 1

𝜎2
𝜃

)
.

In the case of i.i.d. observation noise such that 𝜎2𝑘 = 𝜎20 for all 𝑘, Fig. 5.1 shows

the MMSE performance of the sequential estimation process with different channel

noise qualities of inter-node communication links. In Fig. 5.1, we have let 𝜎20 = 1 and

𝜎2𝜃 = 1. In the special case when channel noise is also i.i.d. such that 𝜎2𝑐(𝑘−1,𝑘) = 𝜎2𝑐

for all 𝑘, from Fig. 5.1 it can be seen that 𝑀𝑘 ≤𝑀𝑘−1 holds for all 𝑘. Moreover, as

expected from (5.7) the MMSE performance converges to 0.5 as 𝜎2𝑐 increases. It is

expected that when both observations and channel noise are i.i.d., the performance

of the MMSE estimator is independent of the order of the processing nodes. Figure
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Figure 5.2: MMSE vs number of sensors when observation noise is non-i.i.d.

5.1 also shows the performance of the MMSE estimator when channel noise is not

identical (still the observation noise is i.i.d.). We have considered two cases: In the

first, 𝜎2𝑐(𝑘−1,𝑘)’s are drawn randomly from a uniform distribution in [0, 1] without

any order. In the second case, these random 𝜎2𝑐(𝑘−1,𝑘)’s are arranged in an ascending

order. From Fig. 5.1 it can be seen that whenever the condition (5.8) is satisfied at

node 𝑘, 𝑀𝑘 ≤ 𝑀𝑘−1. In this case, to find the node where the minimum MMSE is

achieved, the process should be continued for all nodes. On the other hand, in case 2,

where nodes are selected with minimum distance from the current node, we observe

that after a certain node the MMSE starts to monotonically increase. Therefore, it

is enough to continue the sequential estimation process only until this specific node,

thereby, saving the network power.

Figure 5.2 shows the MMSE performance of the sequential distributed estimation
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process with non-identical observations and channel noise. Dashed line corresponds

to channel noise variance drawn from a uniform distribution without any order while

the solid line corresponds to channel noise variance in ascending order with 𝑘. In

both cases, the observation noise variances are drawn from a uniform distribution

on [0, 1]. As can be observed from Fig. 5.2, when observations are not i.i.d., just

selecting the nearest node as the next node does not always improve the performance.

Therefore, when observations are not identical, it is required to have an information

driven approach to select the nodes with higher information gain as well as lower

communication cost.

5.4 Sensor Node Selection

When a sensor network is deployed to estimate a PoI as discussed above, all nodes

in the network might not carry the same amount of useful information regarding the

PoI. Thus it is of interest to find the optimal sequence of nodes which contains the

minimum number of nodes required to reach a desired performance level. Denote 𝑠𝑘

to be the 𝑘-th processing node, for 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑛 and 𝑠1 to be the initial node in the

sequential estimation process, as before. Let 𝜖 be the desired MMSE performance

level and 𝒮𝑘 = {𝑠1, 𝑠2, ⋅ ⋅ ⋅ , 𝑠𝑘} ⊆ {𝑠1, 𝑠2, ⋅ ⋅ ⋅ , 𝑠𝑛} be a sequence of distinct nodes

with 𝑠1 = 𝑠1. Then the optimal node ordering problem can be formulated as,

min ∣𝒮𝑘∣
such that 𝑀𝑘 ≤ 𝜖, (5.9)

where 𝑀𝑘 is as defined in (5.6) and the minimization is over all possible distinct node

sequences of length 𝑘 (including ordering of the nodes), for 𝑘 = 1, ⋅ ⋅ ⋅ , 𝑛, starting at

node 𝑠1. If the relevant information regarding PoI (essentially the observation noise

variance) and sensor positions at all nodes are available at node 𝑠1, to compute the
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Figure 5.3: Illustration of the shortest path formulation of the optimization problem
(5.9) for 𝑛 = 5

optimal set 𝒮𝑘 that yields the global minimum, the optimization should be performed

over all 𝑛!
(𝑛−𝑘)!

possible sequences for 𝑘 = 1, ⋅ ⋅ ⋅ , 𝑛 at the worst case. It can be shown

that this global optimal set 𝒮𝑘 can be found, at a worst case complexity order of

𝑂(𝑛3) by converting the problem into an directed expansion graph, using shortest

path algorithms.
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5.4.1 Optimal scheme

For illustration, we assume that there is total of 𝑛 = 5 sensor nodes, 𝑠1, 𝑠2, 𝑠3, 𝑠4, 𝑠5

with 𝑠1 being the starting node. Thus the sequential estimation process should be

terminated by at most 5 steps and equivalently the graph needs to be expanded up

to 5 steps. To find the optimal node sequence according to (5.9) based on shortest

path algorithms, we construct the following expansion graph. We construct the

trellis at each 𝑘 for 𝑘 = 2, ⋅ ⋅ ⋅ , 5, by concatenating of 𝑘 − 1 copies of the state space

where the state space consists of sensor nodes 𝑠2, 𝑠3, 𝑠4, 𝑠5, as shown in Fig. 5.3. In

Fig. 5.3, the dummy state 𝑠1 represents the starting sensor node, at 𝑘 = 1 while

𝑠𝑡 is terminating dummy node. Each branch from node 𝑠𝑗 to 𝑠𝑡 for 𝑗 = 2, ⋅ ⋅ ⋅ , 5, is

assigned a metric 0 while branches 𝑠1 to 𝑠𝑗 for 𝑗 = 2, ⋅ ⋅ ⋅ , 5 are assigned metric 𝑀1,𝑗

where 𝑀1,𝑗 is the MMSE at node 𝑠𝑗 at time (step) 𝑘 = 2, when the initial starting

sensor node is 𝑠1. Metrics of the other branches when 𝑘 > 2 in the trellis are assigned

as described in the following and depends on the value of 𝑘. For 𝑘 = 2, the goal is to

find the node sequence of length 2, that would result the minimum MMSE at 𝑘 = 2

(equivalently, by processing any two nodes). In this case, when the metric at each

branch is assigned as just described, finding the node sequence which will result the

minimum MMSE after processing any two nodes, is equivalent to finding the shortest

path from node 𝑠1 to 𝑠𝑡 as shown in Fig. 5.3(a). If the minimum MMSE found at

𝑘 = 2 (over all possible 2-length node sequences) does not meet the desired value,

𝑘 = 3 is considered as shown in Fig. 5.3(b) where now the goal is to find 3-length

node sequence which gives the minimum MMSE at 𝑘 = 3. When computing the

metrics of the branches from nodes from steps 𝑘 = 2 to 𝑘 = 3, it should be noted

that each node can query only 3 ((𝑛 − 1) − 1) another nodes, since a node is not

processed twice. Thus the branches between nodes from the step 𝑘 = 2 to 𝑘 = 3 are

connected as shown in Fig. 5.3(b) where the metrics associated with branches are

assigned as follows. A branch connecting 𝑠𝑗 at step 𝑘+2 to 𝑠𝑖 at step 𝑘+3 is assigned
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the metric 𝑀𝑗,𝑖 for 𝑗, 𝑖 = 2, ⋅ ⋅ ⋅ , 5, 𝑖 ∕= 𝑗 where 𝑀𝑗,𝑖 is the MMSE at node 𝑠𝑖 at step

𝑘 + 3 when the previous node is 𝑠𝑗 at step 𝑘 + 2 and is given by, (5.6). Then finding

the 3-length node sequence which will result the minimum MMSE at step 𝑘 = 3 is

again equivalent to finding the shortest path between 𝑠1 and 𝑠𝑡 in Fig. 5.3(b). If

the minimum MMSE at step 𝑘 = 3 does not meet the desired value, the next step is

started. Now the objective is to find the 4-length node sequence which will result the

minimum MMSE at 𝑘 = 4. Now, to define the metrics for branches between nodes

from step 𝑘 = 3 to 𝑘 = 4, we consider all the shortest paths from 𝑠1 to all nodes

at step 𝑘 = 3. For illustration purposes, let us assume that {𝑠1, 𝑠3, 𝑠2}, {𝑠1, 𝑠2, 𝑠3},
{𝑠1, 𝑠5, 𝑠4}, {𝑠1, 𝑠2, 𝑠5} be the node sequences which result minimum MMSE if the

third node at step 𝑘 = 3 is 𝑠2, 𝑠3, 𝑠4 and 𝑠5, respectively as shown in Fig.5.3(c) with

dark lines. Now, when defining metrics for branches between nodes from step 𝑘 = 3

to 𝑘 = 4, these sequences which result the shortest path up to step 𝑘 = 3 are taken

in to account. For example, the node 𝑠2 at 𝑘 = 3 can connect to only nodes 𝑠4 and

𝑠5 at step 𝑘 = 4 since, 𝑠2 and 𝑠3 can not be processed again. In that way, at step

𝑘 = 3, any node can connect to only two ((𝑛− 1)− 2) another nodes. By assigning

the metrics for those branches as the relevant MMSE values, again the problem is

equivalent to find the shortest path between nodes 𝑠1 and 𝑠𝑡 as shown in Fig. 5.3(c).

By continuing the same process from step 𝑘 = 4 to 𝑘 = 5, it can be seen that any

node at 𝑘 = 4 can connect to only one ((𝑛−1)−3) node at step 𝑘 = 5. The shortest

path problem at each step 𝑘 that would lead the global optimum solution can be

solved by efficient shortest path algorithms. By generalizing this scheme for 𝑛 nodes,

it can be shown that at the worst case (i.e. to consider all 𝑛-length sequences), the

expansion graph (trellis) has at most (𝑛−1)2 number of vertices and 1
2
(𝑛−1)2(𝑛−2)

number of edges resulting the average worst case complexity of order 𝑂(𝑛3), if the

shortest path problem is solved based on Dijkstra’s algorithm or forward dynamic

programming to yield the optimal sequence of nodes that results the global minimum

MMSE.

85



Chapter 5. Distributed Node Selection for Noisy Sequential Estimation

However, with large network size 𝑛, the above shortest path approach would be

computationally complex. If the optimization were to be performed at the initial

node, it requires also a high communication burden since all nodes have to forward

their relevant information to the starting node 𝑠1. Thus, in the following we propose

greedy sequential algorithms to find the best ordering of nodes to achieve a desired

performance level where each node in the decision process determines its next best

node as a trade-off between the information gain and the communication cost. Both

proposed schemes can be implemented with reduced computational and communica-

tion complexities compared to the optimal scheme. We also show that the algorithms

discussed below can lead to the exact or close to exact results to the optimal scheme

(computed based on shortest path algorithms) under certain conditions. Details are

given in Section 5.5.

5.4.2 Distributed node selection: global approach

In the following we determine the best ordering of nodes sequentially that would

complete the estimation process by reaching at the desired performance level with

a minimum number of processing nodes as a trade-off between the information gain

and the communication cost. Let us denote by 𝒱 = {1, 2, ⋅ ⋅ ⋅ , 𝑛} the set of nodes

in the network. Let 𝒱𝑗 denote the set of nodes that have been participated in the

sequential estimation process up to step 𝑗. Let 𝑠𝑗 ∈ 𝒱 be the selected processing

node at step 𝑗. Then the next node 𝑠𝑗+1 at step (𝑗 + 1) is chosen as,

𝑠𝑗+1 = argmax
𝑠𝑘∈𝒱𝑐𝑗

𝑅(𝑠𝑗 , 𝑠𝑘) (5.10)

where 𝒱𝑐
𝑗 denotes the set complement of 𝒱𝑗 with respect to 𝒱 and the objective

function 𝑅(𝑠𝑗, 𝑠𝑘) is defined as

𝑅(𝑠𝑗, 𝑠𝑘) = 𝛽𝑅𝐼(𝜃, 𝑧𝑘, 𝑞𝑗,𝑘)− (1− 𝛽)𝑅𝑐(𝑠𝑗, 𝑠𝑘), (5.11)
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where 𝑅𝐼(.) and 𝑅𝑐 are the information utility function and a measure of communi-

cations cost, 𝛽 ∈ [0, 1] is a trade-off parameter that balances the contributions from

the two terms in (5.11) and 𝑞𝑗,𝑘 = 𝜃𝑗 + 𝑛𝑗,𝑘 is the received signal at node 𝑠𝑘 if it is

chosen to be the next node when the current node is 𝑠𝑗 and 𝑛𝑗,𝑘 is the channel noise

between nodes 𝑠𝑗 and 𝑠𝑘. The choice of 𝛽 will depend on the required information

gain and the tolerable communications cost. Note that in this scheme, when the

current processing node is 𝑠𝑗 , the next best node is selected from the set of unvisited

nodes up to step 𝑗.

There are several possible information utility measures that can be used to quan-

tify the information gain provided by a sensor measurement. For example, [34], [156]

provided a detailed description of entropy- and geometry-based information utility

measures. In this Chapter, we consider two measures for information utility: (1).

the conditional mutual information 𝐼(𝜃; 𝑧𝑗+1∣𝑞𝑗,𝑗+1 = 𝜃𝑗 + 𝑛𝑗,𝑗+1) which provides the

greatest amount of new information when the current estimate is 𝜃𝑗 (2). the MMSE

𝑀𝑗+1∣𝑗 at the 𝑠𝑗+1-th node, when the current node is 𝑠𝑗, for 𝑠𝑗 , 𝑠𝑗+1 ∈ 𝒱. We explore

the use of MMSE as an alternate information measure in the cases where compu-

tation of mutual information is difficult. When mutual information is used as the

information utility measure, the first term 𝑅𝐼(.) in (5.11) is given by

𝑅𝐼(𝜃, 𝑧𝑘, 𝑞𝑗,𝑘) = 𝐼(𝜃; 𝑧𝑘∣𝑞𝑗,𝑘 = 𝜃𝑗 + 𝑛𝑗,𝑘)

= ℎ(𝜃∣𝜃𝑗 + 𝑛𝑗,𝑘)− ℎ(𝜃∣𝜃𝑗 + 𝑛𝑗,𝑘, 𝑧𝑘)

=
1

2
log

[
𝜎2𝑘

𝜎2𝑘 −𝑀𝑗,𝑘

]
(5.12)

where ℎ(.) denotes the differential entropy [37] and 𝑀𝑗,𝑘 is the MMSE at node 𝑠𝑘

when current node is 𝑠𝑗 . From (5.6), it can be shown that 𝑀𝑗,𝑘 ≤ 𝜎2𝑘 for all 𝑗, 𝑘 ∈ 𝒱
so that (5.12) is valid for all 𝑗, 𝑘 ∈ 𝒱.
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When MMSE is used as the information utility measure, we have

𝑅𝐼(𝜃, 𝑧𝑘, 𝑞𝑗,𝑘) = −𝑀𝑗,𝑘 = − 𝜎2𝜃
𝜎2𝜃𝑑

2
𝑗,𝑘 + 1

(5.13)

where 𝑑2𝑗,𝑘 = 1
𝜎2
𝑘

+
(𝜎2
𝜃−𝑀𝑗)2

𝜎2
𝜃

[
𝑀𝑗(𝜎2

𝜃−𝑀𝑗)+𝜎2
𝜃𝜎

2
𝑐(𝑗,𝑘)

] .

The communication cost function between current node 𝑠𝑗 and the possible next

node 𝑠𝑘 is taken to be 𝑅𝑐(𝑠𝑗, 𝑠𝑘) = 1
𝑑𝑚𝑎𝑥

(x𝑗 − x𝑘)
𝑇 (x𝑗 − x𝑘) where 𝑑𝑚𝑎𝑥 is the maxi-

mum distance between any two nodes in the network. Then the composite objective

function (5.11) can be written as,

𝑅(𝑠𝑗, 𝑠𝑘) = 𝛽𝑅𝐼(𝜃, 𝑧𝑘, 𝑞𝑗,𝑘)− (1− 𝛽)

𝑑𝑚𝑎𝑥
(x𝑗 − x𝑘)

𝑇 (x𝑗 − x𝑘), (5.14)

where 𝑅𝐼(𝜃, 𝑧𝑘, 𝑞𝑗,𝑘) is as given in (5.12) and (5.13), for the mutual information and

the MMSE, respectively. To find the next best processing node, the node 𝑠𝑗 has to

compute the reward function (5.14) for all candidate nodes in 𝒱𝑐
𝑗 . At the worst case,

node 𝑠𝑗 has to compute the reward function for 𝑛−1 candidate nodes. On the other

hand, decision process may consist of 𝑛 nodes at the worst case, thus resulting in

a worst case computational complexity of order 𝑂(𝑛2) for the whole network. Note

that in this scheme, in general the computational complexity is much more reduced

(compared to the worst case complexity) since as the process continues, the number

of nodes to be queried by the current processing node is decreased. However, in this

scheme each node 𝑠𝑗 has to keep track of nodes that have already been participated

in the estimation process up to step 𝑗, which requires a large communication between

nodes. Due to these, implementing this scheme distributively is difficult. Thus, in the

following, we propose a distributed algorithm for sensor node selection with reduced

computational and communication complexities in which each node only needs to

keep track of its neighboring nodes to perform the sequential estimation.
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5.4.3 Distributed node selection: local approach

Assume that 𝑘-th node in the network has a set of neighbors 𝒩𝑘 for 𝑘 = 1, ⋅ ⋅ ⋅ , 𝑛
where the neighbors are determined based on a node’s effective communication range

and the affordable communication cost. We assume that each node has the same

effective communication range, 𝑟𝑐, so that the criteria for selection of neighbors is

the same for all nodes. In other words, each node 𝑠𝑘 selects its neighbors as the

nodes located inside a disk with an area of 𝜋𝑟2𝑐 centered at location x𝑘 of node 𝑠𝑘, for

𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑛. Moreover, if node 𝑠𝑘 is a neighbor of node 𝑠𝑖, for 𝑖 ∕= 𝑘, then node 𝑠𝑖

is also a neighbor of node 𝑠𝑘. Let 𝑠𝑗 be the current processing node at step 𝑗. The

node 𝑠𝑗 selects the next node based on the objective function (5.13) from the set of

candidate sensors 𝒞𝑠𝑗
𝑗 that is its neighbor nodes who have have not been participated

in the estimation process previously. Note that each node 𝑠𝑗 ∈ 𝒱 updates its set of

candidate nodes 𝒞𝑠𝑗
𝑗 based on the information received from its neighbors. Each node

has to keep track of the nodes participated in the estimation process only within its

neighborhood. Thus, the next node 𝑠𝑗+1 at step (𝑗 + 1) is chosen as,

𝑠𝑗+1 = argmax
𝑠𝑘∈𝒞

𝑠𝑗
𝑗

𝑅(𝑠𝑗 , 𝑠𝑘). (5.15)

To find the next best node according to (5.15), the node 𝑠𝑗 has to compute the reward

function (5.14) only for candidate nodes in the set 𝒞𝑠𝑗
𝑗 . Denote 𝑚 = max

𝑘∈{1,2,⋅⋅⋅ ,𝑛}
{∣𝒩𝑘∣}

to be the maximum size of the set of neighbors for any node 𝑠𝑘 in the network where

𝑚 ≤ 𝑛 − 1. Thus each node 𝑠𝑗 in the decision process has to compute the reward

function only for a maximum of 𝑚 nodes. Since there is a maximum of 𝑛 nodes,

this leads to a worst case computational complexity of order 𝑂(𝑚𝑛) for the whole

network. Since, in this scheme a node has to keep track of only its neighbors, the

communication complexity is reduced compared to the scheme presented in subsec-
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Figure 5.4: Distributed sequential estimation process at node 𝑠𝑗 for 𝑗 = 1, 2, ⋅ ⋅ ⋅

tion 5.4.2 whenever 𝑚≪ 𝑛−1. In distributed sensor networks, network architectures

where nodes only communicate with their neighbors to make local decisions are de-

sirable due to network resource constraints. For example, in [159], each mobile node

communicates with its one-hop neighbors at a given time to make a local estimate

of the target state where the one-hop neighborhood at each node is dynamically

changing. The proposed distributed sequential estimation process is summarized in

Algorithm 5 and described in detail in Fig. 5.4.

Note that since node 𝑠𝑗 selects the next node from the candidate set 𝒞𝑠𝑗
𝑗 , node

𝑠𝑗 only needs to perform ∣𝒞𝑠𝑗
𝑗 ∣ number of computations. Also, node 𝑠𝑗 needs to

keep track of the nodes which are not participated in the decision process in its
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Algorithm 1 Sequential estimation process at step 𝑗 at node 𝑠𝑗
1: while (𝑗 ≥)1 do

2: Compute estimate 𝜃𝑗

3: Compute MMSE 𝑀𝑗

4: if (𝑀𝑗 < Desired performance or 𝒞𝑠𝑗
𝑗 = ∅) then

5: Make final decision

6: Go to sleep mode

7: else

8: Select next node from 𝒞𝑠𝑗
𝑗

9: Send estimate to the node selected

10: Broadcast signal to nodes in 𝒞𝑠𝑗
𝑗 implying node 𝑠𝑗 has been participated in

decision process

11: Go to sleep mode

12: end if

13: end while

neighborhood only. Once the final decision is made, a signal is broadcast implying

the final decision is made. Then all unprocessed nodes go to sleep mode, until the

next event occurs. Also it is to be noted that, when the effective communication range

𝑟𝑐 is sufficiently large (𝑟𝑐 → ∞), this scheme based on local approach converges to

the scheme described in subsection 5.4.2. Thus the scheme described in subsection

5.4.2 can be considered as a special case of the proposed scheme in this subsection

when 𝑟𝑐 →∞.

Updating candidate set at the 𝑘-th processing node

Denote 𝒞𝑠𝑘
𝑗 to be the candidate set of node 𝑠𝑘 at the step 𝑗. Algorithm for updating

the candidate set at node 𝑠𝑘 is explained in Algorithm 2.
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Algorithm 2 Updating candidate set at 𝑘-th node
NOTATION

𝑠𝑘: 𝑘-th node, 𝑠𝑗: processing node at step 𝑗, 𝒞𝑠𝑗
𝑗 : candidate set of the processing

node 𝑠𝑗 at step 𝑗, 𝒞𝑠𝑘
𝑗 : candidate set of the node 𝑠𝑘 at step 𝑗

INITIALIZATION

𝒞𝑠𝑘
0 = 𝒩𝑘

UPDATING

1: while (𝑗 ≥ 1) do

2: 𝒞𝑠𝑗
𝑗 = 𝒞𝑠𝑗

𝑗−1

3: if 𝑠𝑘 = 𝑠𝑗 (i.e. node 𝑠𝑘 becomes the current processing node at step 𝑗) then

4: 𝒞𝑠𝑘
𝑗 = 𝒞𝑠𝑗

𝑗

5: else {𝑠𝑘 ∈ 𝒞𝑠𝑗
𝑗 (i.e. node 𝑠𝑘 belongs to the candidate set of the current pro-

cessing node at step 𝑗)}
6: 𝒞𝑠𝑘

𝑗 = 𝒞𝑠𝑘
𝑗−1 ∖ 𝑠𝑗

7: else

8: 𝒞𝑠𝑘
𝑗 = 𝒞𝑠𝑘

𝑗−1

9: end if

10: end while

Note that, node 𝑠𝑗 is not a neighboring node for any node in the network except

for those that are in 𝒩𝑗 itself. Thus it is not necessary for nodes that are not

in 𝒩𝑗 to keep track of node 𝑠𝑗. According to this scheme each node is required

to communicate with and keep track of only its neighbors. However, this process

will be terminated when the current node does not have any candidate neighboring

nodes (i.e. 𝒞𝑠𝑗
𝑗 = ∅), where ∅ is the null set, irrespective of whether the desired

performance level is reached or not, eventhough there might be remaining nodes in

other neighborhoods of the network. However, as observed from simulations, this

does not seem to cause a significant performance loss.
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In both schemes discussed above in subsections 5.4.2 and 5.4.3, a global minimum

is not guaranteed in general since in both schemes current node selects the next best

node from all unvisited nodes in the network (in scheme discussed in 5.4.2), or in

neighborhood (in scheme discussed in 5.4.3). As discussed at the beginning of this

section, the optimal node ordering which yields the global minimum over all possible

distinct node sequences can be computed, at a complexity of 𝑂(𝑛3) via shortest path

algorithms. We observe (see Section 5.5) that when there is no channel noise, the

global scheme discussed in subsection 5.4.2 coincides with the optimal scheme that

yields the global minimum (computed based on shortest path algorithm) and the

local scheme proposed in subsection 5.4.3 performs close to the optimal scheme after

processing relatively small number of nodes. Even when there is channel noise, we

will see that both schemes perform fairly close to the optimal scheme. We refer to

the node selection scheme presented in subsection 5.4.2 with global search as the

scheme 1 and the proposed scheme with local search presented in subsection 5.4.3 as

the scheme 2, in the rest of the Chapter.

5.5 Performance Analysis

Let us consider a 2D square sensor network of area 𝐴 on 𝑋×𝑌 plane. The locations

of the 𝑘-th node and the target are denoted by x𝑘 = (𝑥𝑘, 𝑦𝑘), for 𝑘 = 1, ⋅ ⋅ ⋅ , 𝑛, and

x𝑡 = (𝑥𝑡, 𝑦𝑡), respectively. In the following we analyze the performance of a fixed 2D

network when the target location is known exactly as well as statistically.

5.5.1 Exact target location is known at each node

First, we assume that the node 𝑠𝑗 has knowledge of its own position, target location

and the positions of its neighbors 𝒩𝑗. Then the observation noise variance at the
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𝑘-th node according to the model (5.2) can be expressed as

𝜎2𝑘 =

(
𝑟𝑘𝑡
𝑟0

)𝛼

𝜎20 , (5.16)

where 𝑟𝑘𝑡 =
√

(𝑥𝑘 − 𝑥𝑡)2 + (𝑦𝑘 − 𝑦𝑡)2 is the distance between the 𝑘-th node and the

target, 𝛼 is the path loss index and 𝑟0 and 𝜎20 are constants. The channel noise

variance between (𝑘 − 1)-th node and the 𝑘-th node is given by

𝜎2𝑐(𝑘−1,𝑘) =

(
𝑟𝑘−1,𝑘
𝑟′0

)𝛼′

𝜎2𝑐 , (5.17)

where 𝑟𝑘−1,𝑘 =
√

(𝑥𝑘 − 𝑥𝑘−1)2 + (𝑦𝑘 − 𝑦𝑘−1)2 is the distance between the 𝑘-th node

and the (𝑘 − 1)-th node, 𝛼′ is the path loss index and 𝑟′0 and 𝜎2𝑐 are constants.

In the proposed schemes, node 𝑠𝑗 computes the estimator and the MMSE ac-

cording to (5.5) and (5.6). If the desired MMSE threshold is not met, node 𝑠𝑗 sends

its information to the node 𝑠𝑗+1, where the node 𝑠𝑗+1 is selected from the candidate

set 𝒱𝑐
𝑗 according to (5.14) in the scheme 1 and from 𝒞𝑠𝑗

𝑗 according to (5.15) in the

scheme 2. We assume that there is a total of 40 sensors deployed in a square region

of 10 × 10 square units. The target is assumed to be at the origin and the initial

node is selected randomly and assumed same for all plots. Neighbors at each node

are selected as the set of nodes located within a disk of radius 𝑟𝑐 = 3 units.

Figure 5.5 shows the performance of the sequential estimation process with the

proposed node selection scheme 2 with both mutual information and MMSE as the

information utility measures. It can be seen that MMSE acts as a good alternative for

mutual information as the information utility measure for all 𝛽 values considered.

In cases where it is difficult to compute mutual information, we can use MMSE

as the information utility measure (if it is easier to compute compared to mutual

information). Thus, in the following results we use the MMSE as the information

utility measure. Note that, in the following figures, we refer to the scheme which
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Figure 5.5: MMSE at the 𝑘-th processing node with the proposed node selection
scheme based on local approach with both MMSE and mutual information as infor-
mation utility measures: (𝜎2𝑐 = 0, 𝛼′ = 2, 𝑟0 = 1, 𝜎20 = 0.1).

results in the global minimum over all nodes, computed based on shortest path

algorithms, as the optimal scheme.

Figure 5.6 shows the MMSE performance at the 𝑘-th node with no channel noise

such that 𝜎2𝑐(𝑘−1,𝑘) = 𝜎2𝑐 = 0 and Fig. 5.7 shows that with channel noise with 𝜎2𝑐(𝑘−1,𝑘)

as given in (5.17), with the MMSE as the information utility measure.

With no channel noise, it can be seen that when 𝛽 = 1, the performance with

node ordering based on proposed scheme 1 coincides with that of the optimal scheme

which results in the global minimum. In that case, from Fig. 5.6 it can be seen that

the performance of the proposed scheme 2 converges to that of scheme 1 (as well as

to that with optimal scheme) after a relatively small number of processing nodes.

For 𝛽 = 0.8 and 𝛽 = 0, it is seen that proposed scheme 1 and scheme 2 give similar
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Figure 5.6: MMSE at the 𝑘-th node with exact target location with MMSE as the
information utility measure with no channel noise: 𝜎2𝑐(𝑘−1,𝑘) = 𝜎2𝑐 = 0, 𝑛 = 40, 𝛼′ = 2,
𝑟0 = 1

performance. For example, with 𝛽 = 1, to achieve a required performance level of an

MMSE of 0.05, scheme 1 requires 2 nodes, while scheme 2 requires 4 nodes. On the

other hand, to achieve the same performance level, both scheme 1 and the scheme

2 require 8 and 12 nodes with 𝛽 = 0.8 and 𝛽 = 0, respectively. It is noted that

the proposed scheme 2 is terminated at node 25, 32 and 35 with 𝛽 = 1, 𝛽 = 0.8

and 𝛽 = 0, respectively, due to the reason discussed in subsection 5.4.3. However,

it is seen that once such a number of nodes are processed node ordering does not

affect the overall performance level. This implies that when the sequential estimation

process is continued among a large number of sensors, the performance converges to

the same value irrespective of how the nodes are selected, which of course is not

desirable in many resource constrained sensor networks.
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Figure 5.7: MMSE at the 𝑘-th node with exact target location with MMSE as the
information utility measure with channel noise: 𝜎2𝑐(𝑘−1,𝑘)’s are as given in (5.17),𝑛 =

40, 𝜎2𝑐 = 0.001, 𝛼′ = 2, 𝑟0 = 1

On the other hand, when there is channel noise, it is seen that continuing the

sequential processing after some point does not yield improved performance as can

be seen from Fig. 5.7. This essentially is due to the fact observed in (5.8). However,

in this case, from Fig. 5.7 it can be seen that the proposed scheme 2 (local approach)

with 𝛽 = 1 gives closer performance to that of with the optimal scheme. Also we

can see that the performance of proposed scheme 1 (global approach) and that of the

scheme 2 is almost the same for 𝛽 = 0.8 and 𝛽 = 0. When 𝛽 = 1, from Fig. 5.7 it can

be seen that the proposed scheme 2 yields a lower MMSE compared to the scheme 1

after processing a certain number of nodes. This can be explained by noting the fact

that both proposed schemes 1 and 2 are greedy-type algorithms. Thus they would

not necessarily result in the same global minimum after completing the same number
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of processing stages.

From these performance results, we can see that in the proposed sequential es-

timation process, the proposed greedy-type algorithms essentially results in a near-

optimal solution in finding the best ordering of nodes compared to the optimal scheme

which yields the global minimum at a high computational and communication cost.

5.5.2 Statistics of the target location is known at each node

In this section we assume that the two coordinates of target location 𝑥𝑡 and 𝑦𝑡 (with

the origin at the center of the square) are distributed as marginal Gaussian with mean

zero and the equal variance 𝜎2𝑡 = 5 units. Then it can be verified that the random

variable 𝑋 =
𝑟2𝑘𝑡
𝜎2
𝑡

has a non-central chi-squared distribution with the pdf 𝑓𝑋(𝑥) =

1
2
𝑒−(𝑥+𝜆𝑘)/2𝐼0(

√
𝜆𝑘𝑥) where 𝜆𝑘 =

𝑥2
𝑘+𝑦2𝑘
𝜎2
𝑡

and 𝐼𝑎(𝑥) is the modified bessel function of

the first kind given by 𝐼𝑎(𝑥) := (𝑥/2)𝑎
∑∞

𝑖=0
(𝑥2/4)𝑖

𝑖!Γ(𝑎+𝑖+1)
where Γ(𝑧) =

∫∞
0

𝑡𝑧−1𝑒−𝑡𝑑𝑡 is

the Gamma function. Using (5.16), the average MMSE at the 𝑘-th node is given by

𝑀̄𝑘 =
𝜎2𝑡 𝜎

2
0𝑄𝑘−1
𝑟20

𝔼𝑥

{
𝑥

𝑥 + 𝑄𝑘−1

}

=
𝜎2𝜃𝜎

2
0𝑄𝑘−1𝑒−

𝜆𝑘
2

2𝑟20

[
𝐽0(
√

𝜆𝑘𝑄𝑘−1)𝑄𝑘−1𝑒
𝑄𝑘−1

2 𝐸𝑖

(
−𝑄𝑘−1

2

)

+
∞∑
𝑖=0

(𝜆𝑘
4
)𝑖

𝑖!Γ(𝑖 + 1)

𝑖+1∑
𝑙=1

(𝑙 − 1)!(−𝑄𝑘−1)𝑖+1−𝑙(
1

2
)−𝑙

]
, (5.18)

where 𝑄𝑘−1 =
𝑟20𝜎

2
𝜃𝐵𝑘−1

𝜎2
𝑡 𝜎

2
0(𝐵𝑘−1+𝜎2

𝜃𝐴𝑘−1)
, 𝐴𝑘−1 = (𝜎2𝜃 − 𝑀̄𝑘−1)2,

𝐵𝑘−1 = 𝜎2𝜃

[
𝑀̄𝑘−1(𝜎2𝜃 − 𝑀̄𝑘−1) + 𝜎2𝜃𝜎

2
𝑐(𝑘−1,𝑘)

]
and 𝐽0(.) is the zero-th order Bessel

function of first kind.

Figures 5.8 and 5.9 show the MMSE performance of the 2D sensor network with-

out and with channel noise, respectively, when the exact target location is not known.

The network parameters are the same as that in Figs 5.6 and 5.7. It can be seen that
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Figure 5.8: MMSE at the 𝑘-th node when the statistics of target location are available
with no channel noise: 𝜎2𝑐(𝑘−1,𝑘) = 𝜎2𝑐 = 0, 𝛼′ = 2, 𝑟0 = 1, 𝜎20 = 0.1

the performance of the proposed scheme 2 (local approach) is closer to that with the

proposed scheme 1 (global approach) with 𝛽 = 1 both with perfect as well as noisy

inter-node communication. For other values of 𝛽 considered, the performance of the

proposed scheme 2 almost coincides with that of the scheme 1. It is also noted that

(although figures are not included) when the uncertainty 𝜎2𝑡 of the target location is

high, the performance of the sequential estimation process does not depend much on

the ordering of nodes.
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Figure 5.9: MMSE at the 𝑘-th node when the statistics of target location are available
with channel noise: 𝜎2𝑐(𝑘−1,𝑘)’s are as given in (5.17), 𝜎2𝑐 = 0.005, 𝛼′ = 2, 𝑟0 = 1,

𝜎20 = 0.1

5.6 Conclusions

We proposed a distributed sequential scheme for estimation of a Gaussian param-

eter over noisy communication links between nodes with distributed node selection

algorithms. In the proposed scheme, each node makes a local estimate by combining

its own observation and the estimator from the previous node. To update the esti-

mator at the next node, the current node’s decision is sent to the next node through

a noisy communication channel. It was shown that such a sequential estimation

scheme is useful only if the channel noise quality satisfies a certain threshold condi-

tion. We proposed two node selection schemes to select the best node ordering in the

sequential estimation process based on a reward function which reflects the tarde-off
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between an information utility measure and the inter-node communication cost. To

select the next best node, in scheme 1 the current node searches over all unvisited

nodes in the network, while in the scheme 2 it searches over only its neighborhood.

In the proposed scheme with local search, to perform the distributed sequential es-

timation process, each node has to only keep track of its neighboring nodes. We

show that the performance of the scheme based on the local search gets closer to

that with scheme with global search with a relatively small number of nodes. Since

both proposed node selection schemes are greedy algorithms, they do not guarantee

a global optimal solution. We compare the two proposed schemes with the optimal

scheme computed based on optimal shortest path algorithms, which provides the

global optimal solution and show that the performance of two proposed schemes gets

very close to the optimal solution after processing relatively small number of nodes.

We derived the MMSE performance for 2-D sensor network models when either the

exact or only the statistics of the target position information are available at each

node. The proposed sequential node selection scheme based on the local search can

be performed distributively having only the information regarding neighbor nodes at

each node.
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Chapter 6

Impact of Mobile Node Density on

Detection Performance

6.1 Introduction

When a large area needs to be monitored by a sensor network for target detection,

estimation or tracking, it is necessary to deploy a large number of static nodes in

the region of interest in order to achieve an acceptable performance. But to deploy

a large number of sensors in a large network area or in hostile environments might

not be practical or affordable. For example, to achieve a 𝑘-coverage in a random

sensor network, with a network size of 𝐿, it needs to increase the sensor density as

𝑂(log𝐿+𝑘 log log𝐿) at initial deployment stage [136]. On the other hand, the cover-

age of a static sensor network will remain the same (or reduced due to node failures)

after the initial deployment stage. This leads the sensor network to have coverage

holes over time. In order to cope with the unreliability, and provide dynamic on

demand coverage, static nodes can be integrated with mobile nodes. With the recent

advances in deploying sensor nodes with mobile platforms, such as mobile robots or
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unmanned autonomous vehicles, [83,99,116] integrated mobile-static sensor networks

are becoming attractive research area. If only mobile nodes are deployed, a location

is switched between covered and uncovered with the time as nodes move. On the

other hand, deploying a large number of mobile nodes might be unaffordable due to

the cost. By integrating static nodes with mobile nodes and efficiently collaborating

between them, it is more likely that the network can provide a better sensing cover-

age on demand with less resource consumption, compared to that with in a all-static

or all-mobile network. The goal of such a network is to exploit node mobility in an

efficient manner to compensate for the lack of performance resulted in a all-static

network.

Using node mobility to reposition nodes to provide uniform coverage at the initial

deployment stage has been addressed by several authors, [27, 57, 134–136, 146, 158].

These work differ from each other based on algorithms they use. When nodes are

deployed in a random fashion at initial deployment stage, an efficient coverage may

not guarantee since sensors might be overly clustered or there might be small fractions

of nodes in certain portions in the network. Random deployments may occur in cases

when the sensor network is established by dropping or throwing sensors into the

sensor field. Using mobile nodes to self organize at the deployment stage after initial

random deployment is addressed in [158], where a force-directed algorithm based

on attractive and repulsive forces is used to move nodes to enhance the coverage.

In [135], three algorithms are presented to heal the coverage holes occurred at the

initial deployment stage. Trade-off between mobile node density and the coverage

(𝑘-coverage) of hybrid sensor network at deployment stage is addressed in [136] with

flip-based senor nodes which can move only once and have limited mobility. However,

these work do not address the dynamic coverage aspects that can be achieved by

allowing node mobility over time.

In [79], the dynamic aspects of the coverage of sensor networks with mobile nodes
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were addressed with random node mobility. They have investigated the coverage

measure based on the Boolean sensing model and the detection time of a randomly

located target in a mobile sensor network. They assumed a continuous random

movement of sensor nodes where the movements are not controllable. However, they

consider only all-mobile networks and do not provide the cost evaluations of mobile

nodes in continuous movement. Analytical modeling of detection latency of a mobile

sensor network was addressed in [31] where they have considered the detection of a

stationary target and presented a performance comparison between mobile and static

sensor networks based on latency. In [30], a cat-and-mouse game between targets and

mobile nodes was presented based on the sensing capabilities of targets and mobile

nodes in which mobile nodes try to detect the target as quickly as possible when the

target is trying to evade the sensing region without being detected. [43] presented the

delay of intrusion detection when the target is moving on a straight line and Brownian

motion when there are disconnected clusters in the network. A game theoretic model

for management of mobile sensors is presented in [110] where a game theoretical

model was proposed to assign targets to mobile sensors in a multi-target tracking

system. Event capturing using mobile sensor network is presented in [16] where

the quality of coverage resulted by mobile sensor nodes is investigated. Brownian

motion of mobile nodes to enhance the coverage in mobile sensor network is presented

in [67], where they have derived the distribution of the time-until-detection of slowly

moving targets. Distributed tracking by mobile sensor networks is addressed in recent

research, for example in [99,159]. In [131], mobile node navigation towards a specific

goal in a hybrid sensor network is addressed where static nodes are used to guide the

mobile nodes. Distributed detection by hybrid sensor networks is addressed by recent

work [122,149] when the sensor node and target positions are known. Target tracking

performance of an integrated mobile-static sensor network was addressed in [68]

where the mobile nodes are used to aid the data propagation when the communication

ranges of static nodes are limited.
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In addition to surveillance coverage improvement, node mobility in sensor net-

works is exploited in different contexts such as facilitating network connectivity and

achieving better communication between sensor nodes and the fusion center. Impact

of node mobility in sensor networks in terms of capacity/throughput improvement is

addressed in [86], [51].

In this Chapter, our focus is to analyze several important performance measures

and evaluate the cost of adding mobile nodes in target detection applications by a

hybrid sensor network. We address the problem of detecting an arbitrary located

stationary target using such a hybrid sensor network. We assume that the static

nodes and the initial locations of mobile nodes are both independently and uni-

formly distributed in a two dimensional plane such that node locations follow a 2-D

Poisson point process. In practice, random sensor deployment for sensor networks

is desirable in many situations. For example, if a priori knowledge of the sensing

field is not available at the deployment stage, it is more desirable to position sensor

nodes randomly. Moreover, random node deployment is justifiable when it is more

cost effective and practical to deploy nodes randomly in contrast to systematic de-

ployment. Target detection in random stationary sensor networks has been studied

by [18, 43, 70, 97, 137].

In network performance analysis, several random node mobility models which

model real world node mobility are used in the literature. In the following, we discuss

some of the widely used random mobility models for the performance evaluations in

sensor/ad hoc networks.

∙ Random straight line model: In this model, a node selects the direction ran-

domly and uniformly at the initial time and then moves on a straight line [79].

This is a very simple model used in sensor network simulations.

∙ Brownian motion model : Under this mobility model, at a given time a node
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moves from its current location to a new location by selecting the direction

and the speed randomly, both chosen from pre-defined ranges [17, 67]. This is

a memoryless mobility pattern since at each movement step, the direction and

the speed for the next location, are chosen independently from the past. This

model might lead to unrealistic movements sometimes such as sudden stops

and sharp turns. Many derivatives of Brownian motion models in different

dimensions are used for node mobility in sensor networks including random

walk mobility model [89]. Random walk mobility model provides a steady

state uniform distribution of node locations [89].

∙ Random Waypoint model : Random waypoint model is a commonly used model

in the simulation of ad hoc networks [14, 17]. In this model, at a given time,

each node of the network chooses a destination point in the deployment area

in uniform manner. The node moves to the selected destination point with a

speed 𝑣 chosen randomly and uniformly in the interval [𝑣𝑚𝑖𝑛, 𝑣𝑚𝑎𝑥]. When it

reaches the destination, it will remain stationary for a certain pause time and

then starts moving again in the same manner. For a long running time of the

movement process, the stochastic node distribution of random waypoint model

converges to a non-uniform distribution although the initial node positions are

uniform.

∙ Gauss-Markov model : In Gauss Markov mobility model, speed and direction at

a given time are determined based on the corresponding values at the previous

movement step, and a random variable [17]. In particular, the speed and the

direction at time 𝑡, 𝑣𝑡 and 𝜃𝑡 are given by,

𝑣𝑡 = 𝛼𝑣𝑡−1 + (1− 𝛼)𝑣 +
√

(1− 𝛼2)𝑣′𝑡−1

𝜃𝑡 = 𝛼𝜃𝑡−1 + (1− 𝛼)𝜃 +
√

(1− 𝛼2)𝜃′𝑡−1

(6.1)
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where 0 ≤ 𝛼 ≤ 1 is the tuning parameter used to vary randomness, 𝑣′𝑡−1 and

𝜃′𝑡−1 are Gaussian random variables and 𝑣 and 𝜃 are constants representing

the mean values of speed and the direction as 𝑡 → ∞. Note that the term 𝛼

controls the randomness of the mobility model.

For the performance evaluations in this Chapter, we consider two specific random

mobility models as discussed above which result approximately uniform steady state

distribution of node locations: In the first model we assume that each mobile node

initially selects a direction to move randomly and uniformly and then move on a

straight line in the selected direction [79]. In the second model, the mobile nodes are

assumed to follow 2-dimensional random walks. Such models for mobile nodes can be

justified in situations where the network does not have any prior information regard-

ing the sensing field and the target existence. Moreover, random and independent

mobility model requires minimum coordination among mobile nodes.

In a mobility assisted sensor network, important performance measures that

should be considered in addition to detection probability are (i). detection latency

which accounts for the time that the target remains undetected, (ii). the mean con-

tact distance at a given time which reflects the mean distance between the target

and any point covered by the sensor network at a given time. Another important

fact to be considered in a hybrid sensor network is the node connectivity. Since

node mobility, the topology of the network is varying over time. However, to obtain

the maximum benefit by the node mobility, it should be ensured that the nodes are

connected at any give time.

For the target detection, in particular, we consider two detection models: single-

sensing and 𝑘-sensing [70]. In single-sensing detection, the target is assumed to be

detected if at least one sensor detects it providing the minimum guarantee on target

detection [70]. In 𝑘-sensing detection, on the other hand, the target is assumed to be

detected if at least 𝑘-sensors detects it where 𝑘 is a design parameter. In this model,
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the target is detected with lower false alarm probability than with single-sensing

detection [70]. Under these detection and node mobility models, the main problems

addressed in this Chapter can be categorized as,

1. Derive the detection probability analytically in stationary target detection by

the hybrid sensor network for two specific random mobility models (as pre-

sented in subsection 6.2.2) for mobile nodes. We consider two detection models;

single-sensing and 𝑘-sensing detection.

2. Derive the detection latency for both single-sensing and 𝑘-sensing schemes.

3. Analyze the trade-off between the mobile node density and the detection per-

formance achieved within a desired delay constraint.

4. Derive the mean first contact distance between the target and the closest (to

the target) point covered by the sensor network with at least one sensor.

5. Analyze the trade-off between mobile node density and the node communica-

tion ranges to maintain the node connectivity at a given time in the hybrid

sensor network.

The Chapter is organized as follows: Section 6.2 explains the sensor network,

target and detection models. Section 6.3 derives the detection performance measures,

in terms of detection probability, latency and mean first contact distance with the

mobility model 1 for single-sensing and 𝑘-sensing detection models and discusses

their dependence on mobile node density. In Section 6.4, the detection performance

with random walk mobility model is given. Probability of the node connectivity

is addressed in Section 6.5. Performance results are shown in Section 6.6 and the

concluding remarks are given in Section 6.7.
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6.2 System Model

We consider a hybrid sensor network made of a large number of sensor nodes, 𝑁 ,

deployed in a large region ℛ. When a large region is to be monitored by a sensor

network, it is desirable to deploy a large number of inexpensive, low power sensor

nodes to improve the expected performance. Specifically, we assume that there are 𝑁𝑠

number of static nodes and 𝑁𝑚 number of mobile nodes. Denote (𝑥𝑠𝑘, 𝑦𝑠𝑘) to be the

location of the 𝑘-th static node where 𝑥𝑠𝑘 and 𝑦𝑠𝑘 are assumed to be independently

and uniformly distributed in [−𝑏/2, 𝑏/2] where 𝑏× 𝑏 is the assumed dimension of the

sensor network. Denote 𝜆 = 𝑁
𝑏2

to be spatial density of the nodes and 𝜆𝑚 = 𝑁𝑚

𝑁

and 𝜆𝑠 = 𝑁𝑠

𝑁
be the fractions of mobile and static nodes respectively. Note that we

assume that the total number of sensor nodes, 𝑁 and network dimension, 𝑏 × 𝑏 are

large enough so that assumptions made in the rest of the Chapter are valid. Let 𝒱
be the set containing all node indices in the network and let 𝒱𝑚 and 𝒱𝑠 to be the

sets containing mobile and static node indices, respectively.

6.2.1 Target model

We consider stationary target detection by the hybrid sensor network, where the

target location is assumed to be an independently and uniformly distributed arbitrary

point 𝑃0 in the region ℛ.

6.2.2 Node mobility models

In this Chapter, we consider two random mobility models: In the first model (model

1), a mobile node moves independently in a direction 𝜃 selected randomly and uni-

formly where 𝜃 ∼ 𝒰 [0, 2𝜋), with an average speed of 𝑣 which is assumed to be the

same for all mobile nodes. Note that we use 𝑋 ∼ 𝒰 [𝑎1, 𝑎2] to denote that 𝑋 is
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uniformly distributed in the interval [𝑎1, 𝑎2]. Then at any time 𝑡 = 𝑛𝑇𝑠, a mobile

node has moved on a straight line a distance of 𝑛𝑣𝑇𝑠 where 𝑇𝑠 is the length of each

time step [79]. Second, in model 2, we consider that 𝑘-th mobile node follows a 2-

dimensional random walk [77] of 𝑛 steps at time 𝑛𝑇𝑠 with each of a length 𝜇 = 𝑣𝑇𝑠.

Random and independent mobility models are justifiable in scenarios where nodes

do not have any prior knowledge of sensing field or target existence. Also random

node mobility models are desirable when minimum node coordination is required.

Model 1 assumed in the Chapter is the simplest mobility model which requires mini-

mum control and coordination. Random walk mobility model can be justifiable when

mobile nodes are characterized by uncontrolled dynamics, such as random ON-OFF

transitions at each time step [113]. These two random models for a mobile node are

illustrated in Fig. 6.1.

6.2.3 Detection model

We assume that each node has identical effective sensing range 𝑟 with the sensing area

of 𝜋𝑟2. Although we assume homogeneous sensor nodes for simplicity, the results can

easily be extended for heterogeneous sensor nodes having different sensing ranges.

We assume a binary detection model in which the point 𝑃0 is considered to be

detected with probability 1 by the sensor 𝑠𝑘 at time 𝑡 = 𝑛𝑇𝑠 if it lies in sensor-

coverage area 𝐶𝑘(𝑛𝑇𝑠) [158], where 𝐶𝑘(𝑛𝑇𝑠) is the coverage area of node 𝑠𝑘 at time

𝑛𝑇𝑠 for 𝑛 = 0, 1, 2, ⋅ ⋅ ⋅ . Formally, we can express the probability that the node 𝑠𝑘

detects the target at time interval [0, 𝑛𝑇𝑠) as:

𝑃𝑑𝑘(𝑛𝑇𝑠) =

⎧⎨
⎩ 1 if 𝑃0 ∈ 𝐶𝑘(𝑛𝑇𝑠)

0 otherwise

Note that for a static node, the coverage area 𝐶𝑘(𝑛𝑇𝑠) is constant over time. Thus if

the target is not detected by a static node initially, it will never be detected. However,
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At time 0

At time 0
At time nTs

At time nTs

Model 1

Model 2

Figure 6.1: Random mobility models of a mobile node

with a mobile node, since the coverage is varied over time, there is a probability for

the target to be detected as time progresses.

6.2.4 Preliminaries

Boolean model

Let 𝒫 ≡ {𝛼𝑖, 𝑖 ≥ 1} in ℝ
𝑘 is a point process and {𝑆𝑖, 𝑖 ≥ 1} be a sequence of inde-

pendently and identically distributed random sets, independent of 𝒫. The collection

of sets 𝒞 = {𝛼𝑖 + 𝑆𝑖, 𝑖 ≥ 1} is called a coverage process [55]. When 𝒞 is driven by

a stationary Poisson point process (i.e. 𝒫 is a stationary Poisson point process),
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the coverage process 𝒞 is called a Boolean model [55]. Since we assume that static

node locations and initial mobile node locations are independently and identically

distributed in a vast two dimensional area, the sensor locations can be modeled as

a two-dimensional Poisson point process with intensity 𝜆, when the total number

of nodes and the sensing region are large. With the considered random mobility

models, since mobile nodes make independent and identical random movements, at

any time instance 𝑡 = 𝑛𝑇𝑠, sensor locations still form a 2-D Poisson point process

with the same intensity [112] when the area 𝑏2 lim
→
∞.

Notation

We use 𝒜(𝑆) and 𝒫(𝑆) to denote the area and perimeter of the set 𝑆. Denote by

𝑃 + 𝑆 the set centered at 𝑃 with a shape of 𝑆.

6.3 Stationary Target Detection Performance

with Mobility Model 1

6.3.1 Detection probability

In the following, we consider two modes of detection: Single-sensing detection and

𝑘-sensing detection [70]. In Single-sensing detection, the target is considered as de-

tected if it is captured by at least one sensor. In this case, target’s presence is obtained

with the minimum guarantee. On the other hand, detection by multiple sensors en-

sure lower false alarms. In 𝑘-sensing detection model, the target is considered as

detected if it is detected by at least 𝑘 sensors where 𝑘 is a design parameter [70].

In this section, we analyze the detection performance with the random node mo-
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Figure 6.2: Hybrid network at times 𝑡 = 0 and 𝑡 = 𝑛𝑇𝑠

bility model 1, where the mobile nodes move in a straight line after selecting the

direction independently and uniformly from [0, 2𝜋). Figure 6.2 shows an illustration

of the coverage area of the sensor network at time 𝑡 = 0 and time 𝑡 = 𝑛𝑇𝑠 with mo-

bility model 1. With the assumption that the initial node locations are independent

and uniform, we can model the sensor network as a Boolean model at any given time

in which the driving point process is the initial Poisson point process with intensity

𝜆 and the shape distribution is varied with the time. Further, denote 𝑇0 to be the

average time a mobile node takes to leave the sensing region ℛ. Since we assume

that the sensing region is large enough and the speed of a mobile node is small (e.g.

for example, Robomote [116] mobile nodes have speed of 0.5 ∼ 2𝑚/𝑠), 𝑇0 is assumed

to be large. Thus the main focus in this Chapter is to analyze the detection perfor-

mance in the region where 𝑛𝑇𝑠 ≤ 𝑇0. The corresponding coverage area 𝑆(𝑛𝑇𝑠) at

time 𝑡 = 𝑛𝑇𝑠 ≤ 𝑇0 is distributed as

𝑆(𝑛𝑇𝑠) =

⎧⎨
⎩ 𝑆1(𝑛𝑇𝑠) 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏 𝜆𝑚

𝑆2 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏 1− 𝜆𝑚

, (6.2)

where 𝑆1(𝑛𝑇𝑠) and 𝑆2 are as shown in Fig. 6.3. The coverage area of 𝑘-th static

sensor at time 𝑛𝑇𝑠 ≤ 𝑇0 is given by, 𝐶𝑠
𝑘(𝑛𝑇𝑠) = 𝐶𝑠

𝑘 = 𝒜(𝑆2) = 𝜋𝑟2, and the coverage

area of the 𝑘-th mobile node at time 𝑡 = 𝑛𝑇𝑠 is given by (corresponding to shape

𝑆1(𝑛𝑇𝑠)) 𝐶𝑚
𝑘 (𝑛𝑇𝑠) = 𝒜(𝑆1(𝑛𝑇𝑠)) = 𝜋𝑟2 + 2𝑟𝑛𝑇𝑠𝑣. Note that for 𝑛𝑇𝑠 ≥ 𝑇0, we have

113



Chapter 6. Impact of Mobile Node Density on Detection Performance

S1(nTs)

r

S2

r

Figure 6.3: Realization of random shapes at time 𝑛𝑇𝑠

𝐶𝑚
𝑘 (𝑛𝑇𝑠) = 𝒜(𝑆1(𝑛𝑇𝑠)) = 𝜋𝑟2 + 2𝑟𝑇0𝑣 while 𝐶𝑠

𝑘(𝑛𝑇𝑠) = 𝐶𝑠
𝑘 = 𝜋𝑟2.

The probability that the target is detected at time 𝑡 = 𝑛𝑇𝑠 is given by the

following theorem.

Theorem 1. (Detection probability) The probabilities of detection with single-sensing

and the 𝑘-sensing models (𝑘 ≥ 1) at time 𝑡 = 𝑛𝑇𝑠 are given by,

𝑃 1
𝐷(𝑛𝑇𝑠) =

⎧⎨
⎩ 1− 𝑒−𝜆(𝜋𝑟2+2𝜆𝑚𝑟𝑣𝑛𝑇𝑠) 𝑖𝑓 𝑛𝑇𝑠 ≤ 𝑇0

1− 𝑒−𝜆(𝜋𝑟2+2𝜆𝑚𝑟𝑣𝑇0) 𝑖𝑓 𝑛𝑇𝑠 > 𝑇0
(6.3)

and

𝑃 𝑘
𝐷(𝑛𝑇𝑠) =

⎧⎨
⎩ 1−∑𝑘−1

𝑗=0
(𝜆(𝜋𝑟2+2𝜆𝑚𝑟𝑣𝑛𝑇𝑠))𝑗𝑒−𝜆(𝜋𝑟

2+2𝜆𝑚𝑟𝑣𝑛𝑇𝑠)

𝑗!
𝑖𝑓 𝑛𝑇𝑠 ≤ 𝑇0

1−∑𝑘−1
𝑗=0

(𝜆(𝜋𝑟2+2𝜆𝑚𝑟𝑣𝑇0))𝑗𝑒−𝜆(𝜋𝑟
2+2𝜆𝑚𝑟𝑣𝑇0)

𝑗!
𝑖𝑓 𝑛𝑇𝑠 > 𝑇0

respectively.

Proof. In single sensing detection, the target is considered as detected, if at least

one sensor captures it. If 𝒞 ≡ {𝛼𝑖 + 𝑆𝑖, 𝑖 ≥ 1} is a Boolean model with shapes 𝑆𝑖

are distributed as 𝑆, the number of sets (shapes) that intersects an arbitrary point

(or the number of sets that covers an arbitrary point) in the Boolean model has a
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Poisson distribution with mean 𝜆𝔼{𝒜(𝑆)} [55]. Note that with the mobility model

1, the average area covered by a mobile node within the time interval [0, 𝑛𝑇𝑠) is given

by 𝐶𝑚(𝑛𝑇𝑠) = 𝒜(𝑆1(𝑛𝑇𝑠)) = 𝜋𝑟2 + 2𝑟𝑛𝑇𝑠𝑣 if 𝑛𝑇𝑠 ≤ 𝑇0 and 𝐶𝑚
𝑘 (𝑛𝑇𝑠) = 𝒜(𝑆1(𝑇0)) =

𝜋𝑟2 +2𝑟𝑇0𝑣 if 𝑛𝑇𝑠 > 𝑇0. Now, as can be seen from the right plot of Fig. 6.2, at time

𝑡 = 𝑛𝑇𝑠, the hybrid sensor network can be considered as a Boolean model in which

the diving point process is the initial Poisson point process and the shape distribution

is given by 6.2, in which the average coverage areas are determined depending on

whether 𝑛𝑇𝑠 ≤ 𝑇0 or 𝑛𝑇𝑠 > 𝑇0. Denote 𝑃𝑃0(𝑚,𝑛𝑇𝑠) to be the probability that 𝑚

number of sensors cover the point 𝑃0 at time 𝑡 = 𝑛𝑇𝑠, which is given by [55]

𝑃𝑃0(𝑚,𝑛𝑇𝑠) =

(
𝜆𝐶(𝑛𝑇𝑠)

)𝑚
𝑒−𝜆𝐶(𝑛𝑇𝑠)

𝑚!
,

where 𝐶(𝑛𝑇𝑠) = (𝜆𝑚𝐶𝑚(𝑛𝑇𝑠) + (1 − 𝜆𝑚)𝐶𝑠) is the average coverage area of the

network at time 𝑛𝑇𝑠. Then the probability that no sensor covers the point 𝑃0,

𝑃𝑃0(0, 𝑛𝑇𝑠), at time 𝑛𝑇𝑠 is given by 𝑃𝑃0(0, 𝑛𝑇𝑠) = 𝑒−𝜆𝐶(𝑛𝑇𝑠). The probability of the

single-sensing detection at time 𝑡 = 𝑛𝑇𝑠 ≤ 𝑇0 is thus given by,

𝑃 1
𝐷(𝑛𝑇𝑠) = 1− 𝑃𝑃0(0, 𝑛𝑇𝑠) = 1− 𝑒−𝜆𝐶(𝑛𝑇𝑠)

= 1− 𝑒−𝜆(𝜋𝑟2+2𝜆𝑚𝑟𝑛𝑣𝑇𝑠).

For 𝑡 = 𝑛𝑇𝑠 > 𝑇0, we will get, 𝑃 1
𝐷(𝑛𝑇𝑠) = 1−𝑒−𝜆(𝜋𝑟2+2𝜆𝑚𝑟𝑣𝑇0). In 𝑘-sensing detection,

the target is considered to be detected if at least 𝑘 sensors detect it. Probability that

the point 𝑃0 is covered by at least 𝑘 sensors at time 𝑛𝑇𝑠 is given by,

𝑃 𝑘
𝐷(𝑛𝑇𝑠) = 1− 𝑃𝑟(𝑃0 is covered by 𝑘 − 1 or less sensors)

= 1−
𝑘−1∑
𝑗=0

𝑃𝑃0(𝑗, 𝑛𝑇𝑠)

=

⎧⎨
⎩ 1−∑𝑘−1

𝑗=0
(𝜆(𝜋𝑟2+2𝜆𝑚𝑟𝑣𝑛𝑇𝑠))𝑗𝑒−𝜆(𝜋𝑟

2+2𝜆𝑚𝑟𝑣𝑛𝑇𝑠)

𝑗!
𝑖𝑓 𝑛𝑇𝑠 ≤ 𝑇0

1−∑𝑘−1
𝑗=0

(𝜆(𝜋𝑟2+2𝜆𝑚𝑟𝑣𝑇0))𝑗𝑒−𝜆(𝜋𝑟
2+2𝜆𝑚𝑟𝑣𝑇0)

𝑗!
𝑖𝑓 𝑛𝑇𝑠 > 𝑇0
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Since allowing more nodes to be mobile is not desirable in many applications due

to energy constraints, it is required to determine the minimum fraction of mobile

nodes to be deployed in order to achieve the desired performance during a given

time interval. The following theorem states the minimum fraction of mobile nodes

required to achieve a desired probability level within a desired time interval for single

sensing detection.

Theorem 2. (Minimum mobile node density required with single sensing detection)

Let 𝜂𝐷 be the desired detection probability to be achieved by the hybrid sensor network

at time 𝑡𝐷 ≤ 𝑇0. The minimum fraction of mobile nodes to be used to achieve 𝜂𝐷 at

time 𝑡𝐷(≤ 𝑇0) with single-sensing detection model is given by,

𝜆𝑚𝑖𝑛
𝑚 =

⎧⎨
⎩

− log(1−𝜂𝐷)−𝜆𝜋𝑟2

2⌊ 𝑡𝐷
𝑇𝑠

⌋𝜆𝑟𝑣𝑇𝑠
, if 𝜂𝑠 ≤ 𝜂𝐷 ≤ 𝜂𝑡

infeasible, otherwise,
(6.4)

where 𝜂𝑠 = 1− 𝑒−𝜆𝜋𝑟2 and 𝜂𝑡 = 1− 𝑒−𝜆[𝜋𝑟2+2⌊ 𝑡𝐷
𝑇𝑠

⌋𝑟𝑣𝑇𝑠].

Proof. If the tolerable detection delay is 𝑡𝐷(≤ 𝑇0), and the desired detection proba-

bility is 𝜂𝐷, the minimum 𝜆𝑚 is characterized by,

min 𝜆𝑚

s.t. 𝑃 1
𝐷

(⌊
𝑡𝐷
𝑇𝑠

⌋
𝑇𝑠

)
≥ 𝜂𝐷 ,

where 𝑃 1
𝐷

(
⌊ 𝑡𝐷
𝑇𝑠
⌋𝑇𝑠

)
is given by (6.3). This leads to

𝜆𝑚 ≥ − log(1− 𝜂𝐷)− 𝜆𝜋𝑟2

2⌊ 𝑡𝐷
𝑇𝑠
⌋𝜆𝑟𝑣𝑇𝑠

. (6.5)
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Note that (6.5) holds for a desired delay constraint, only if the desired detection

probability 𝜂𝐷 satisfies the condition 𝜂𝑠 ≤ 𝜂𝐷 ≤ 𝜂𝑡 where 𝜂𝑠 = 1 − 𝑒−𝜆𝜋𝑟2 and

𝜂𝑡 = 1 − 𝑒−𝜆[𝜋𝑟2+2⌊ 𝑡𝐷
𝑇𝑠

⌋𝑟𝑣𝑇𝑠] are the detection probabilities achieved by the network if

all nodes are stationary (𝜆𝑚 = 0), and if all nodes are allowed to move (𝜆𝑚 = 1),

respectively.

In the case of 𝑘-sensing detection, the minimum fraction of mobile nodes can be

found by finding the minimum 𝜆𝑚 which satisfies the following inequality:

1−
𝑘−1∑
𝑗=0

(𝜆(𝜋𝑟2 + 2𝜆𝑚𝑟⌊ 𝑡𝐷
𝑇𝑠
⌋𝑢̄𝑇𝑠))

𝑗𝑒−𝜆(𝜋𝑟2+2𝜆𝑚𝑟⌊ 𝑡𝐷
𝑇𝑠

⌋𝑢̄𝑇𝑠)

𝑗!
≥ 𝜂𝐷,

However, if the desired delay constraint is such that ⌊ 𝑡𝐷
𝑇𝑠
⌋ ≤ 𝜋𝑟

2𝑢̄𝑇𝑠
, the minimum

fraction of mobile nodes can be found by finding the minimum 𝜆𝑚 which satisfies the

following inequality:

𝜆𝑚 − log(𝑓1(𝑘 − 1) + 𝜆𝑚𝑓2(𝑘 − 1))

2𝜆𝑟⌊ 𝑡𝐷
𝑇𝑠
⌋𝑢̄𝑇𝑠

≥ − log(1− 𝜂𝐷)− 𝜆𝜋𝑟2

2⌊ 𝑡𝐷
𝑇𝑠
⌋𝜆𝑟𝑢̄𝑇𝑠

where 𝑓1(𝑘 − 1) =
∑𝑘−1

𝑗=0
(𝜆𝜋𝑟2)𝑗

𝑗!
and 𝑓2(𝑘 − 1) =

2𝑟⌊ 𝑡𝐷
𝑇𝑠

⌋𝑢̄𝑇𝑠
𝜋𝑟2

∑𝑘−1
𝑗=1

(𝜆𝜋𝑟2)𝑗

(𝑗−1)! .

6.3.2 Mean first contact distance for single-sensing detection

An important measure to evaluate the quality of the target detection is to analyze

the mean distance between the target and the closest point (to the target) covered

by at least one sensor by the sensor network at any time instant. This is called the

first contact distance of the target with single-sensing. When there are mobile nodes

in the network, this measure essentially reflects how fast each point in the sensor

network is covered over time.
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The following theorem states the mean length of the first contact distance for

single-sensing detection.

Theorem 3. (Mean first contact distance) Denote 𝑋1(𝑛𝑇𝑠) to be the distance be-

tween the target, located at any arbitrary point in region ℛ, and the closest point

covered by the sensor network by at least one sensor at time 𝑡 = 𝑛𝑇𝑠. Denote

𝑋̄1(𝑛𝑇𝑠) = 𝔼{𝑋1(𝑛𝑇𝑠)} to be the corresponding mean distance. Then 𝑋̄1(𝑛𝑇𝑠) is

given by,

𝑋̄1(𝑛𝑇𝑠) =

⎧⎨
⎩

1√
𝜆
𝑒

1
𝜋
𝜆𝜆2

𝑚𝑣2𝑛2𝑇 2
𝑠𝑄
(√

𝜆
2𝜋

(2𝜋𝑟 + 2𝜆𝑚𝑣𝑛𝑇𝑠)
)
, 𝑖𝑓 𝑛𝑇𝑠 ≤ 𝑇0

1√
𝜆
𝑒

1
𝜋
𝜆𝜆2

𝑚𝑣2𝑇 2
0 𝑄
(√

𝜆
2𝜋

(2𝜋𝑟 + 2𝜆𝑚𝑣𝑇0)
)
, 𝑖𝑓 𝑛𝑇𝑠 > 𝑇0

and is upper bounded by,

𝑋̄1(𝑛𝑇𝑠) ≤
⎧⎨
⎩

1
2
√
𝜆
𝑒−𝜆(𝜋𝑟2+2𝜆𝑚𝑟𝑣𝑛𝑇𝑠), 𝑖𝑓 𝑛𝑇𝑠 ≤ 𝑇0

1
2
√
𝜆
𝑒−𝜆(𝜋𝑟2+2𝜆𝑚𝑟𝑣𝑇0), 𝑖𝑓 𝑛𝑇𝑠 > 𝑇0

(6.6)

where 𝑄-function is defined as 𝑄(𝑥) = 1√
2𝜋

∫∞
𝑥

𝑒−
𝑡2

2 𝑑𝑡.

To prove this theorem we use the following theorem regarding set intersection

whose proof can be found in [55]. An isotropic random set is a set in which the

distribution is invariant under independent and uniform rotations.

Theorem 4. Consider the Boolean model as defined in section 6.2.4 with the shapes

𝑆 distributed as isotropic convex sets. Let 𝑆0 be a fixed convex subset in 𝑅2. Then

the number of sets in the Boolean model that intersects 𝑆0 is poisson distributed with

mean 𝜆(𝒜(𝑆0) + 𝔼{𝒜(𝑆)}+ 1
2𝜋
𝒫(𝑆0)𝔼{𝒫(𝑆)}).

Proof. (Theorem 3) Let the stationary target be located at any arbitrary point 𝑃0 ∈
ℛ. Let 𝑃0 + 𝑆0(𝑥) represents the disk centered at 𝑃0 with a shape defined by 𝑆0(𝑥)

with a radius of 𝑥. Let the distance between 𝑃0 and the closest (to 𝑃0) point covered
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by the sensor network at time 𝑛𝑇𝑠 be 𝑋1(𝑛𝑇𝑠). Then the probability of 𝑋1(𝑛𝑇𝑠) > 𝑥

is equivalent to,

𝑃𝑟(𝑋1(𝑛𝑇𝑠) > 𝑥) = 𝑃𝑟(𝑛𝑜 𝑠𝑒𝑡 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑠 𝑡ℎ𝑒 𝑑𝑖𝑠𝑘 𝑃0 + 𝑆0(𝑥) 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑛𝑇𝑠)

= 𝑒−𝜆(𝒜(𝑆0(𝑥))+𝔼{𝒜(𝑆(𝑛𝑇𝑠))}+ 1
2𝜋

𝒫(𝑆0(𝑥))𝔼{𝒫(𝑆(𝑛𝑇𝑠))}) (6.7)

where last step is obtained by applying theorem 4. In our case, 𝒜(𝑆0(𝑥)) = 𝜋𝑥2,

𝔼{𝒜(𝑆(𝑛𝑇𝑠))} equals to 𝜋𝑟2 + 2𝜆𝑚𝑟𝑣𝑛𝑇𝑠 if 𝑛𝑇𝑠 ≤ 𝑇0 and 𝜋𝑟2 + 2𝜆𝑚𝑟𝑣𝑇0 if 𝑛𝑇𝑠 >

𝑇0, 𝒫(𝑆0(𝑥)) = 2𝜋𝑥 and 𝔼{𝒫(𝑆(𝑛𝑇𝑠))} equals to 2𝜋𝑟 + 2𝜆𝑚𝑣𝑛𝑇𝑠 if 𝑛𝑇𝑠 ≤ 𝑇0 and

2𝜋𝑟 + 2𝜆𝑚𝑣𝑇0 if 𝑛𝑇𝑠 > 𝑇0. Hence the mean distance 𝑋̄1(𝑛𝑇𝑠) equals to

𝑋̄1(𝑛𝑇𝑠) = 𝔼{𝑋1(𝑛𝑇𝑠)} =

∫ ∞

0

𝑃𝑟(𝑋1(𝑛𝑇𝑠) > 𝑥)𝑑𝑥

=

⎧⎨
⎩

1√
𝜆
𝑒

1
𝜋
𝜆𝜆2

𝑚𝑣2𝑛2𝑇 2
𝑠𝑄
(√

𝜆
2𝜋

(2𝜋𝑟 + 2𝜆𝑚𝑣𝑛𝑇𝑠)
)
, 𝑖𝑓 𝑛𝑇𝑠 ≤ 𝑇0

1√
𝜆
𝑒

1
𝜋
𝜆𝜆2

𝑚𝑣2𝑇 2
0 𝑄
(√

𝜆
2𝜋

(2𝜋𝑟 + 2𝜆𝑚𝑣𝑇0)
)
, 𝑖𝑓 𝑛𝑇𝑠 > 𝑇0

(6.8)

where last step results by using (6.7). The upper bounds in (6.6) for 𝑋̄1(𝑛𝑇𝑠) (for

𝑛𝑇𝑠 ≤ 𝑇0 and 𝑛𝑇𝑠 > 𝑇0) are obtained by applying the upper bound for the 𝑄-

function, 𝑄(𝑥) ≤ 1
2
𝑒−

𝑥2

2 in (6.8).

For 𝑛𝑇𝑠 ≤ 𝑇0, from (6.6) it can be seen that when 𝜆𝑚 or 𝑛 is increased, the

mean length of the first contact distance is decreased for fixed 𝜆 and 𝑟. On the

other hand, if there is only a stationary sensor network, 𝑋̄1(𝑛𝑇𝑠) can be decreased

by only increasing either 𝜆 or 𝑟. Note that, (6.6) shows the proper trade-off between

𝑋̄1(𝑛𝑇𝑠), 𝜆𝑚 and 𝑛 when the total node density 𝜆 and 𝑟 are fixed.

6.3.3 Detection latency

In a hybrid sensor network embedded with mobile nodes, it is important to analyze

the time delay till the target is first detected after appearing in the sensor network,
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which is called the detection latency [31]. This measure essentially reflects the mon-

itoring capability and how fast the target can be detected by allowing nodes to be

mobile. First, we explore the dependence of the detection latency on mobile node

density with single-sensing detection. In this discussion we assume that the target

needs to be detected before mobile nodes leave the sensing region and the average

time that a mobile node requires to leave the region under mobility model 1, 𝑇0, is

sufficiently large.

Theorem 5. (Average detection latency for single-sensing detection) Define the

random variable 𝜏1 to be the time until the target is first detected by the hybrid

sensor network with single-sensing. Then the average detection latency 𝜏1 of the

hybrid sensor network in single-sensing detection (when 𝑇0 lim
→
∞) is given by,

𝜏1 =
𝑒−𝜆𝜋𝑟2

2𝜆𝜆𝑚𝑣𝑟
. (6.9)

It can be seen from (6.9) that for a given total node density 𝜆 and sensing range

𝑟, the average detection latency can be reduced by increasing the fraction of mobile

nodes 𝜆𝑚 or speed of mobile nodes, 𝑣.

Proof. Let 𝜏1 be the random variable which represents the time until the target is

first detected by the hybrid sensor network with single-sensing. Then we have,

𝑃𝑟(𝜏1 > 𝑡) = 𝑃𝑟(𝑡𝑎𝑟𝑔𝑒𝑡 𝑖𝑠 𝑛𝑜𝑡 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑢𝑛𝑡𝑖𝑙 𝑡𝑖𝑚𝑒 𝑡 (≤ 𝑇0))

= 𝑒−𝜆(𝜋𝑟2+2𝑟𝜆𝑚𝑣𝑡) (6.10)

Then the mean value of 𝜏1 is given by,

𝜏1 =

∫ 𝑇0

0

𝑃𝑟(𝜏1 > 𝑡)𝑑𝑡 =
𝑒−𝜆𝜋𝑟2

2𝜆𝜆𝑚𝑣𝑟

(
1− 𝑒−2𝑟𝜆𝜆𝑚𝑣𝑇0

)
,

𝜏1
𝑇0 lim→ ∞

=
𝑒−𝜆𝜋𝑟2

2𝜆𝜆𝑚𝑣𝑟
(6.11)
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Detection latency with 𝑘-sensing detection for 𝑇0 lim
→
∞ is given by the following

theorem.

Theorem 6. (Average detection latency for 𝑘-sensing detection) The average de-

tection latency with 𝑘-sensing detection is given by

𝜏𝑘 =
𝑒−𝜆𝜋𝑟2

2𝜆𝜆𝑚𝑣𝑟

𝑘−1∑
𝑗=0

(𝜆𝜋𝑟2)𝑗𝑓(𝑗), (6.12)

where 𝑓(𝑗) =
∑𝑗

𝑖=0
1

(𝑗−𝑖)!

(
1

𝜋𝑟2

)𝑖

Proof. Let 𝜏𝑘 be the random variable which represents the time until the target is

first detected by the hybrid sensor network with 𝑘-sensing. Then 𝑃𝑟(𝜏𝑘 > 𝑡) is given

by,

𝑃𝑟(𝜏𝑘 > 𝑡) = 𝑃𝑟(𝑡ℎ𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 𝑖𝑠 𝑛𝑜𝑡 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑏𝑦 𝑘 − 𝑠𝑒𝑛𝑠𝑖𝑛𝑔 𝑢𝑛𝑡𝑖𝑙 𝑡𝑖𝑚𝑒 𝑡)

=

𝑘−1∑
𝑗=0

[𝜆(𝜋𝑟2 + 2𝜆𝑚𝑣𝑟𝑡)]𝑗

𝑗!
𝑒−𝜆(𝜋𝑟2+2𝜆𝑚𝑣𝑟𝑡), (6.13)

Then we have,

𝜏𝑘 =

∫ ∞

0

𝑘−1∑
𝑗=0

[𝜆(𝜋𝑟2 + 2𝜆𝑚𝑣𝑟𝑡)]𝑗

𝑗!
𝑒−𝜆(𝜋𝑟

2+2𝜆𝑚𝑣𝑟𝑡)𝑑𝑡

=

𝑘−1∑
𝑗=0

𝜆𝑗

𝑗!
𝑒−𝜆𝜋𝑟

2
∫ ∞

0
[𝜋𝑟2 + 2𝜆𝑚𝑣𝑟𝑡]𝑗𝑒−2𝜆𝜆𝑚𝑣𝑟𝑡𝑑𝑡

=
𝑒−𝜆𝜋𝑟

2

2𝜆𝜆𝑚𝑣𝑟

𝑘−1∑
𝑗=0

(𝜆𝜋𝑟2)𝑗
𝑗∑
𝑖=0

1

(𝑗 − 𝑖)!

(
1

𝜋𝑟2

)𝑖
,

where we have used the integral identity
∫∞
0

𝑥𝑖−1𝑒−𝑥𝑑𝑥 = Γ(𝑖) = (𝑖 − 1)! for an

integer 𝑖 where Γ(.) is the Gamma function.
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6.4 Detection Performance with Random Node

Mobility Model 2 (Random Walk)

Now we consider that the mobile nodes follow 2-D random walk mobility model at

each time step 𝑛𝑇𝑠 which is more practical mobility model used in network perfor-

mance analysis [89], as shown in Fig. 6.1. Let us assume that the sensing region

can be viewed as a virtual square lattice having a total of ≈ 𝑏2

𝜇2 square sites where

𝜇 = 𝑢̄𝑇𝑠 is the lattice side length. The 𝑘-th mobile node is assumed to be at the

center of a site. If the mobile node starts to move at time 𝑡 = 0, the expected number

of distinct sites visited by time 𝑛𝑇𝑠, 𝔼{𝐺(𝑛𝑇𝑠)} can be approximated by [20, 77],

𝔼{𝐺(𝑛𝑇𝑠)} ≈ 𝑏2

𝜇2

(
1−
(
𝑐𝑏2

𝜇2

)− 𝜋𝑛𝑇𝑠
𝑏2

𝜇2
log2

(
𝑐𝑏2

𝜇2

))
,

where 𝑐 = 1.8456....

In this Chapter we consider only the case 𝑟 ≤ 𝜇, since if the step size 𝜇 is selected

such that 𝜇 ≪ 𝑟, there are large overlaps in the sensing areas at consecutive steps [77].

Thus it is more desirable to select step size of the random walk such that 𝜇 ≥ 𝑟,

which reduces the overlapping of the coverage areas at consecutive steps of random

walk. Since each mobile node performs independent and identical random walks at

each time step, and the sensing range of each mobile node is identical, it can be seen

that, {𝐶𝑚
𝑘 (𝑛𝑇𝑠)}𝑘∈𝒱𝑚 are a set of independently and identically distributed random

sets where 𝐶𝑚
𝑘 (𝑛𝑇𝑠) is the area covered by the 𝑘-th mobile node at time 𝑛𝑇𝑠. Denote

𝐶𝑚
𝑘 (𝑛𝑇𝑠) = 𝐶𝑚(𝑛𝑇𝑠) to be the average coverage area of the 𝑘-th mobile node at time

𝑛𝑇𝑠. The average area covered by a mobile node at time 𝑛𝑇𝑠, 𝐶
𝑚(𝑛𝑇𝑠) is then given

by the following theorem.

Theorem 7. (Minimum average coverage area of a mobile node) Assuming that

𝜇 ≥ 𝑟, the minimum average area covered by any single mobile node at time 𝑛𝑇𝑠 is
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given by,

𝐶𝑚
𝑚𝑖𝑛(𝑛𝑇𝑠) = 𝜋𝑟2 + (𝔼{𝐺(𝑛𝑇𝑠)} − 1)+2𝑟𝜇

− (𝔼{𝐺(𝑛𝑇𝑠)} − 2)+(1− 𝜋

4
)𝑟2. (6.14)

Proof. Assuming 𝜇 ≥ 𝑟, when there is 𝔼{𝐺(𝑛𝑇𝑠)} number of distinct sites visited at

time 𝑛𝑇𝑠, there should be at least 𝔼{𝐺(𝑛𝑇𝑠)}−1 number of steps to ensure that each

point is connected to at least one lattice point (see Fig. 6.4). Then the minimum

coverage area results if these lattice points are located such that each transition

is orthogonal to the previous transition (That is, then the maximum amount of

overlapping will occur with the minimum number of transitions). Figure 6.4 shows

the realization of random walk when 4 distinct sites are visited with minimum number

of 3 transitions. Left plot in Fig. 6.4 is corresponding to 𝑟 ≤ 𝜇
2
, where there is no

overlapping of the sensing range while the right plot in Fig. 6.4 corresponds to

𝜇
2
≤ 𝑟 < 𝜇 where there is overlapping of sensing range, between two consecutive

steps. Based on geometric simplifications, in both cases as shown in Fig. 6.4, the

minimum coverage area can be shown as,

𝐶𝑚
𝑚𝑖𝑛(𝑛𝑇𝑠) = 𝜋𝑟2 + (𝔼{𝐺(𝑛𝑇𝑠)} − 1)2𝑟𝑢̄𝑇𝑠

− (𝔼{𝐺(𝑛𝑇𝑠)} − 2)(1− 𝜋

4
)𝑟2,

which completes the proof.

Then lower bounds for the detection probability in single-sensor and 𝑘-sensor

detections can be shown as,

𝑃 1
𝐷(𝑛𝑇𝑠) ≥ 1− 𝑒−𝜆𝐶𝑚𝑖𝑛(𝑛𝑇𝑠), (6.15)
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2
r r

2

Figure 6.4: Minimum possible coverage area after completing 4 distinct steps, left:
𝑟 < 𝜇

2
, right: 𝜇

2
≤ 𝑟 < 𝜇

and 𝑃 𝑘
𝐷(𝑛𝑇𝑠) ≥ 1 − ∑𝑘−1

𝑗=0

(𝜆𝐶𝑚𝑖𝑛(𝑛𝑇𝑠))
𝑗
𝑒−𝜆𝐶̄𝑚𝑖𝑛(𝑛𝑇𝑠)

𝑗!
, respectively, with 𝐶𝑚𝑖𝑛(𝑛𝑇𝑠) =

𝜆𝑚𝐶𝑚
𝑚𝑖𝑛(𝑛𝑇𝑠) + (1− 𝜆𝑚)𝜋𝑟2 where 𝐶𝑚

𝑚𝑖𝑛(𝑛𝑇𝑠) is given by (6.14).

Let 𝜂𝐷 be the desired detection probability lower bound to be achieved by the

hybrid sensor network at time 𝑡𝐷. The minimum fraction of mobile nodes 𝜆𝑚𝑖𝑛
𝑚 that

should be used in order to achieve this probability bound, within the desired time is

stated in the following theorem:

Theorem 8. (Minimum fraction of mobile nodes required to achieve a desired prob-

ability at a given time) With single-sensing detection, if the desired detection prob-

ability lower bound, 𝜂𝐷, is to be achieved within a time interval 𝑡𝐷, the minimum

fraction of mobile nodes that should be deployed in the hybrid network with single-

sensing detection is given by

𝜆𝑚𝑖𝑛
𝑚 =

− log(1− 𝜂𝐷)− 𝜆𝜋𝑟2

𝜆
(
𝐺̄1(⌊ 𝑡𝐷𝑇𝑠 ⌋𝑇𝑠)2𝑟𝑢̄𝑇𝑠 − 𝐺̄2(⌊ 𝑡𝐷𝑇𝑠 ⌋𝑇𝑠)(1− 𝜋

4
)𝑟2
) .
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for 𝜇 ≥ 𝑟 where 𝐺̄1(⌊ 𝑡𝐷𝑇𝑠 ⌋𝑇𝑠) = (𝔼{𝐺(⌊ 𝑡𝐷
𝑇𝑠
⌋𝑇𝑠)}−1) and 𝐺̄2(⌊ 𝑡𝐷𝑇𝑠 ⌋𝑇𝑠) = (𝔼{𝐺(⌊ 𝑡𝐷

𝑇𝑠
⌋𝑇𝑠)}−

2).

Proof. The proof follows directly from (6.15) and (6.14).

6.5 Probability of Node Connectivity

When a mobile or static node detects a target, the decisions need to be combined

to reach at a final decision at a separate fusion center or static node which acts

as a base station. In a hybrid sensor network, to exploit the node mobility on the

detection performance effectively, it is important that each mobile node is always

connected to at least one static node or another mobile node. We assume that node

𝑥 is connected to the node 𝑦 (i.e., node 𝑥 can communicate with node 𝑦, (may not

be bi-directional necessarily)), if node 𝑦 is within the communication range of node

𝑥. For bi-directional communication between 𝑥 and 𝑦, node 𝑥 also has to be within

the communication range of node 𝑦. In the following we consider these scenarios

separately. Since mobile nodes have to spend energy for mobility in addition to

sensing and communication we assume that mobile nodes have relatively smaller

communication range compared to that with static nodes. Let 𝑟𝑠 and 𝑟𝑚 be effective

communication ranges of a static and a mobile node, respectively with 𝑟𝑠 ≥ 𝑟𝑚. In

the following we consider the probability of network connectivity at any time instant

under several communication architectures. In the following discussions, we assume

that the sensing region is large enough so that 𝑇0 (as defined before) is large. Then,

under both random mobility models considered in the Chapter, it can be assumed

that at any given time (< 𝑇0), node locations follow a 2-dimensional Poisson point

process with the same intensity as that with the initial PPP.

In the case where it is desirable for mobile nodes to communicate only with
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static nodes at any given time, we find an approximation for the probability that

each mobile node is connected to at least one static node at time 𝑡 ≤ 𝑇0, 𝑃𝑚,𝑠
𝑐 (𝑡).

Consider an arbitrary mobile node 𝑚𝑘 in the sensor network located at r𝑚,𝑘(𝑡) at

time 𝑡 ≤ 𝑇0. Then if there is at least one static node within its communication range

at time 𝑡 ≤ 𝑇0, (i.e. within the disk 𝐷𝑘(r𝑚,𝑘(𝑡), 𝑟𝑚) ≡ r𝑚,𝑘(𝑡) + 𝜋𝑟2𝑚, centered at

r𝑚,𝑘(𝑡) with radius 𝑟𝑚) we say that the mobile node is connected to at least one

static node at time 𝑡. As mentioned earlier, since node locations follow a 2-D PPP at

any time 𝑡 ≤ 𝑇0 with the same intensity as the initial point process, the probability

that a mobile node is connected to at least one static node at any given time 𝑡 ≤ 𝑇0

is given by 1 − 𝑒−𝜆(1−𝜆𝑚)𝜋𝑟2𝑚. Since there is 𝑁𝑚 number of mobile nodes located

independently at any time 𝑡, probability that every mobile node is connected to at

least one static node at time 𝑡 is approximated by 𝑃𝑚,𝑠
𝑐 (𝑡) ≈

(
1− 𝑒−𝜆(1−𝜆𝑚)𝜋𝑟2𝑚

)𝑁𝑚

.

On the other hand, in some situations it might be required for a mobile node to

send its decision to the closest node (either static or mobile) at a given time. A

mobile node 𝑚𝑘 is connected to at least one node at time 𝑡 ≤ 𝑇0 if there is at least

one static or mobile node within the disk 𝐷𝑘(r𝑚,𝑘(𝑡), 𝑟𝑚) at a given time instant

𝑡 ≤ 𝑇0. Probability that there is at least one node (static or mobile) within the

disk 𝐷𝑘(r𝑚,𝑘(𝑡), 𝑟𝑚) is given by, 𝑃𝑟(𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝑛𝑜𝑑𝑒 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑖𝑠𝑘 𝐷𝑘(r𝑚,𝑘(𝑡), 𝑟𝑚)) ≤
1 − 𝑒−𝜆𝜋𝑟2𝑚 . Since there is 𝑁𝑚 number of mobile nodes independently located at

time 𝑡 ≤ 𝑇0, the probability that any mobile node is connected to at least one node

is given by 𝑃𝑚,𝑎𝑛𝑦
𝑐 (𝑡) ≈

(
1− 𝑒−𝜆𝜋𝑟2𝑚

)𝑁𝑚

. When static nodes receive local decisions

from mobile nodes, they need to combine them (with their own decisions) to make a

final decision. Thus it is required to determine the transmission range of static nodes

such that they can communicate with each other. Following a similar approach as

before, it can be shown that the probability that each static node is connected to

at least one another static node is approximated by 𝑃 𝑠,𝑠
𝑐 ≈

(
1− 𝑒−𝜆(1−𝜆𝑚)𝜋𝑟2𝑠

)𝑁𝑠

.

In cases where mobile nodes and static nodes may need to communicate in a bi-

directional way to exchange their local information at time 𝑡, (that is a mobile node
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may talk to any static node as well as static node may talk to a mobile node to

exchange information at time 𝑡) it is necessary to maintain that no node is isolated

in the network at any given time. The probability that any node is connected to

at least one another node in the network at time 𝑡 ≤ 𝑇0 can be approximated as

𝑃𝑐(𝑡) ≈
(
1− 𝑒−𝜆𝜋𝑟2𝑚

)𝑁𝑚

.
(
1− 𝑒−𝜆𝜋[(1−𝜆𝑚)𝑟2𝑠+𝜆𝑚𝑟2𝑚]

)𝑁𝑠

.

It is important to analyze the trade-offs between the probability of node connec-

tivity at a given time, mobile and static node densities and the communication ranges

of nodes in the hybrid sensor network according to the application requirements. For

example, let 𝜆𝐷
𝑚 be the required fraction of mobile node density that should be de-

ployed in the network to achieve desired performance level as described earlier in

this Chapter according to specific mobility models. According to the architecture

in which mobile nodes can communicate only with static nodes, assume that the

network needs to maintain the connectivity between each mobile node and at least

one static node with a probability of 𝑃𝑚,𝑠
𝑐 at a given time 𝑡 ≤ 𝑇0. Then, as has been

shown in [13], the trade-off between the transmission range of mobile nodes and the

connectivity probability can be obtained using the probability of connectivity dis-

cussed in Section 6.5. On the other hand, for a given transmission range 𝑟𝑚 for a

mobile node, the mobile node density required such that a mobile node is connected

to at least one static node with a probability of 𝑃𝑚,𝑠
𝑐 at a given time 𝑡 ≤ 𝑇0 is given

by

𝜆𝑚 ≈ 1 +
log(1− (𝑃𝑚,𝑠

𝑐 )1/𝑁𝑚)

𝜆𝜋𝑟2𝑚
. (6.16)

Similarly, the analysis on selecting required parameters can be performed to maintain

other communication architectures discussed before.
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6.6 Simulation Results

6.6.1 With node mobility model 1

We verify the analytical results obtained in this Chapter via extensive Monte-Carlo

simulations. The dimension of the sensing area is assumed to be 𝑏 = 1000𝑚, such

that area is 1000 × 1000𝑚2. Unless specified, for each figure in the following, 105

Monte-Carlo runs were performed. Mobile node velocity is set to 𝑣 = 1𝑚/𝑠. Initially

a total of 𝑁 = 500 sensor nodes are deployed independently and uniformly in the

sensing field, such that the node density 𝜆 = 0.0005. A fraction 𝜆𝑚 of 500 total

nodes, is directed to move according to the random mobility model 1 as described in

subsection 6.2.2. With these assumed parameters, it can be shown that the average

time a mobile node takes to leave the sensing region with the mobility model 1 is,

𝑇0 = 473.31655𝑠.

In the first experiment, the time varying detection probability is investigated

when the fraction of mobile nodes is varying for a given sensing range for mobile

and static nodes. Figure 6.5 shows the analytical and simulated results which reflect

the time varying detection probability of the hybrid sensor network for single-sensing

detection when the fraction of mobile nodes deployed is varied. In Fig. 6.5, we assume

that 𝑟 = 20𝑚. From Fig. 6.5, we can see the derived analytical results almost exactly

match with the simulation results for 𝑛𝑇𝑠 ≤ 𝑇0 and 𝑛𝑇𝑠 > 𝑇0. It can be seen from

Fig. 6.5, that after a certain time period, the detection probability reaches a steady

state, which essentially means that the area is maximally covered by the mobile

nodes (with static nodes) before they leave the sensing region. Interestingly, we see

that when the fraction of mobile nodes is increasing, this steady state probability

becomes 1 and it is reached well before the nodes leave the sensing region. This

means that when 𝜆𝑚 increases, the network can be completely covered by the hybrid

network within a shorter time (compared to 𝑇0) with the mobility model 1. This
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Figure 6.5: Detection probability with single-sensing detection Vs desired delay con-
straint with mobility model 1: 𝑟 = 20𝑚

phenomenon essentially reflects the trade-off between the fraction of mobile nodes

and the probability of detecting the target before it disappears in the field. For

example, if the target appearing time is less, to detect it before disappearing, it is

desired that the total area is covered as quickly as possible, which needs a relatively

larger fraction of mobile nodes. On the other hand, if the target appearing time is

longer, then with a relatively small number of nodes is enough to cover the area with

the desired quality. Also it is noted from Fig. 6.5 that, at earlier time intervals before

the probability reaches steady state, the detection probability has rapid increment

compared to the stationary configuration, and increases slowly as it approaches the

steady state probability. Moreover, it is seen for Fig. 6.5 that by adding a small

fraction of mobile nodes will boost the detection performance significantly compared

to the stationary configuration, and the rate of performance improvement eventually
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Figure 6.6: Detection probability Vs fraction of mobile nodes in the network for
single-sensing and 2-sensing detection models for mobility model 1; Desired detection
delay is 𝑡𝐷 = 60𝑠.

decreases as 𝜆𝑚 increases.

In the next experiment, the detection performance is evaluated with varying

sensing ranges for single-sensing and 2-sensing detection models. Figure 6.6 shows

the detection probabilities for single-sensing (top plot) and 2-sensing (bottom plot)

detection models of the hybrid sensor network Vs the fraction of mobile nodes for

a given desired delay constraint, when the sensing range is varied. In Fig. 6.6 we

let the delay constraint 𝑡𝐷 = 60𝑠 < 𝑇0 in which the network has not reached the

steady state performance. Note that, with mobility model 1, our interest is more on

the dynamic performance results in the hybrid network before it reaches the steady
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Figure 6.7: Minimum fraction of mobile nodes required to achieve a desired perfor-
mance level within a desired delay constraint for mobility model 1

state (i.e. before the mobile nodes leave the sensing region). Different plots in

Fig. 6.6 are corresponding to varying sensing ranges (for 𝑟 = 20𝑚, 𝑟 = 30𝑚 and

𝑟 = 40𝑚). From Fig 6.6, it can be seen that the derived analytical results perfectly

match with the simulation results. It can also be seen that the detection probability

is nearly-linearly increasing, when the fraction of mobile nodes is increasing, for a

given sensing range around the considered delay constraint (i.e. around relatively

lower delay constraints). Also, when the sensing range is increasing the increment

in the detection probabilities over 𝜆𝑚 occurs at a lower rate for both single and

2-sensing detection models.

In Fig. 6.7, the minimum fraction of mobile nodes required to achieve a desired

performance level within a desired delay constraint (< 𝑇0) is shown for 𝑟 = 20𝑚
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Figure 6.8: Mean value of the first contact distance for single-sensing detection with
mobility model 1; 𝑟 = 20𝑚, 𝑢̄ = 1𝑚/𝑠

and 𝑟 = 30𝑚 with single sensing detection. It is seen that when the desired delay

constraint is small, the minimum fraction of mobile nodes is increasing to achieve

a desired performance level. Moreover, the effect of the mobile node density on the

detection performance is more significant when the sensing range of the nodes is low,

which is the most practical scenario in many sensor networks. In other words, it can

be seen from Fig. 6.7 that when the sensing range is increasing, the variation of the

required fractions of mobile nodes to achieve different detection thresholds, is less

compared to that with lower sensing ranges.

The next experiment is performed to evaluate the performance of hybrid sensor

network in terms of the mean first contact distance at a given time. Figure 6.8 shows

the performance of the mean first contact distance derived in subsection 6.3.2, with
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Figure 6.9: Average detection latency for single-sensing and 2-sensing detection mod-
els with mobility model 1; 𝑟 = 40𝑚, 𝑢̄ = 1𝑚/𝑠

the mobile node density. In Figure 6.8, we let 𝑟 = 20𝑚 and plots are corresponding

to different delay constraints. From Fig. 6.8, it can be seen that the derived results

for the mean first contact distance fairly match with the simulated results. Note that

the mean first contact distance at a given time essentially means that how much, in

average, a given arbitrary point is closer to any point in the network covered by at

least one sensor at a given time. It can be seen from Fig. 6.8, as the time elapsed,

any arbitrary point is getting closer to an point covered by the sensor network by

at least one sensor much faster until a certain fraction of mobile nodes, and after

that the mean distance reaches slowly to zero. This essentially reflects the proper

trade-off between the fraction of mobile nodes required and the delay constraint in

order to cover any arbitrary point in the network as time goes.
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Figure 6.9 depicts the average detection latency for single-sensing and 2-sensing

detection models with the fraction of mobile nodes. It can be seen that, for a given

sensing range, with a smaller fraction of mobile nodes, the average delay of detection

with 2-sensing model is significantly increased compared to that with single-sensing

model. However, as 𝜆𝑚 is increasing, the difference of average detection delays of two

sensing models becomes smaller. This essentially implies that to obtain the system

performance with a higher confidence level (increasing 𝑘) with a smaller fraction of

mobile nodes, it is required to wait a longer time compared to that with single-sensing

model (lower or minimum possible performance level). Moreover, as 𝜆𝑚 increases,

the average detection latency required to achieve a performance level with a higher

confidence, is not significantly long compared to single-sensing detection model.

From the results in the Figures 6.5, 6.6, 6.7, 6.8, 6.9 it can be seen that the

Boolean model is a good approximation for the hybrid sensor network considered in

this Chapter when the number of nodes and the sensing area are relatively large. To

further illustrate the suitability of Boolean/Poisson model with reduced number of

nodes and network sizes, in Fig. 6.10 we plot the time varying detection probability

for 𝑏 = 500𝑚 and 𝑁 = 125 such that the node density is still 𝜆 = 0.0005. With

these parameter values, it can be shown that the average time that a mobile node

needs to leave the sensing region, 𝑇0 = 236.4925𝑠. From Fig. 6.10, it can be seen

that the Boolean approximation does not give very accurate results when 𝑁 and 𝑏2

are relatively low.

6.6.2 With node mobility model 2

To see the performance of the derived detection probability lower bound, we perform

Monte-Carlo simulations to obtain the exact detection probability with random walk

mobility model. Figure 6.11 shows the analytical detection probability lower bound
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Figure 6.10: Detection probability with single-sensing detection Vs desired delay
constraint with mobility model 1: 𝑟 = 20𝑚, 𝑏 = 500𝑚, 𝑁 = 125, 𝜆 = 0.0005

and the exact detection probability vs the fraction of mobile nodes, with random

walk mobility model after completing 𝑛 = 20 steps. In Fig. 6.11, we let the step

sizes of the random walk to be 𝜇 =
√

2𝑟 and 𝜇 = 2𝑟 where 𝑟 is set to 𝑟 = 20𝑚. From

Fig. 6.11, it can be seen that the derived lower bound is a good match for the exact

detection probability. Moreover, when the step size of the random walk is selected

relatively larger compared to the sensing radius of the node, it can be seen that the

derived lower bound becomes much tighter for the exact detection probability. For

a given sensing range, selecting a larger step size compared to the sensing range is

more desirable in performing 2-D random walk, since then the overlapping of sensing

coverage at consecutive steps is reduced.
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Figure 6.11: Detection probability lower bound with single-sensing detection Vs
fraction of mobile nodes in the network with random walk mobility model after
completing 𝑛 = 20 steps: for 𝜇 =

√
2𝑟 and 𝜇 = 2𝑟: 𝑟 = 20𝑚

6.6.3 Node connectivity

Note that as mentioned earlier, with both random mobility models considered, at

a given time instant node locations form a Poisson point process when the network

size is sufficiently large. Thus the connectivity probabilities remain the same over

time. To evaluate the performance of the derived approximations of the probability

of node connectivity, we perform computer simulations for different communication

architectures. In Figure 6.12, the simulated probability of connectivity and the ana-

lytical probability approximations for several architectures in Section 6.5 are shown;

i.e. probability that each mobile node is connected to at least one static node 𝑃𝑚,𝑠
𝑐

and the probability that each mobile node is connected to at least one another node
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Figure 6.12: Probability of node connectivity for 𝑟𝑚 = 75𝑚 and 𝑟𝑚 = 100𝑚

(either static or mobile) 𝑃𝑚,𝑎𝑛𝑦
𝑐 . In Figure 6.12, two subplots correspond to two dif-

ferent network sizes. In the top plot we assume that 𝑁 = 500 and 𝑏 = 1000𝑚 while in

the bottom plot 𝑁 = 1000 and 𝑏 = 1500𝑚. The transmission radius of mobile nodes

is assumed to be, 𝑟𝑚 = 75𝑚. From the simulation results, although it is seen that the

approximations are quite far from simulation results, both give similar characteristics

when 𝜆𝑚 is increasing, for both network sizes. In particular, it can be seen from Fig.

6.12 that, when the fraction of mobile nodes in increasing, the probability 𝑃𝑚,𝑠
𝑐 is

getting smaller. That is because, when 𝜆𝑚 is increasing, the fraction of static nodes

is decreasing (since we keep the total number of sensors constant) resulting a lower

probability that a static node lies in the communication range of a mobile node. On

the other hand, when mobile nodes are allowed to communicate with any other node
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(mobile or static, 𝑃𝑚,𝑎𝑛𝑦
𝑐 ), a higher connectivity probability for all mobile nodes can

be obtained compared to allowing to communicate with only static nodes. Note that

from the results in subsections 9.6.1 and 6.6.2, it was observed that when the frac-

tion of mobile nodes is getting larger, an improved performance gains are obtained

in either perspective. But, in terms of the connectivity, increasing 𝜆𝑚 will reduce

the probability of node connectivity in the hybrid network. Although figures are not

included, it can be observed that by increasing the communication range of mobile

nodes, 𝑟𝑚, a significant improvement in connectivity probabilities are obtained even

at relatively large 𝜆𝑚. However, allowing larger communication ranges for mobile

nodes is not desirable. Therefore, it is required to properly design hybrid sensor

networks taking these trade-offs between the probabilities of node connectivity and

the performance gains into account.

6.7 Conclusions

In this Chapter, the impact of mobile node density on the detection performance

in different perspectives and on the node connectivity of a hybrid sensor network

consisting of both static and mobile nodes is addressed. We consider two random

mobility models for mobile nodes where in the first one, mobile nodes move on

a straight line after selecting a random direction initially and in the second one,

mobile node follow a 2-D random walk. With the mobility model 1, we derived the

detection performance, in terms of detection probability, detection latency and mean

first contact distance for single-sensing and 𝑘-sensing detection models of the hybrid

sensor network. With mobility model 2, we derived reasonable approximations for

the average coverage area and the detection probability for single and 𝑘 sensing

detection models. We investigated the trade-off between the mobile node density

and the desired (exact or approximated) performance gain with given constraints.
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Moreover, the trade-off between mobile node density and the probability of node

connectivity at a given time is analyzed based on the derived approximations for

probability of node connectivity. The analytical results derived in this Chapter help

to select design parameters in hybrid sensor networks for on-demand application

requirements.
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Chapter 7

Interactive Distributive Mobility

Protocol for Mobile Node

Navigation

7.1 Introduction

In Chapter 6, we considered a mobility assisted sensor network in which the node

mobility is assumed to be random. As mentioned in Chapter 6, independent random

mobility models are widely used in performance analysis in sensor networks especially

when a priori information regarding the sensing field is unknown. Although random

mobility models are desirable in many applications, and they need minimum coordi-

nations among nodes, they may not always be ideal for hybrid networks consisting

of both static and mobile nodes due to following reasons:

∙ In a hybrid sensor network, as mentioned earlier, a certain portion of the field

is covered always (as shown by the union of checked circles in Fig. 7.1). Thus
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Figure 7.1: Hybrid sensor network consisting of both static and mobile nodes: solid
circles-mobile nodes, checked circles-static nodes

it is required to use mobile nodes to cover only the areas uncovered by static

nodes minimizing the overlapping between the mobile and static nodes’ sensing

ranges.

∙ When nodes are mobile, previously covered areas by mobile nodes become

uncovered and uncovered areas become covered. Thus it is desirable to manage

the mobility of the mobile nodes such that to minimize the duration that a

particular location is uncovered. Random mobility schemes do not address

these problems.

∙ If the network does not have any prior knowledge about the sensing field, it is

desired that any point not covered by the static nodes is covered almost equally

to maintain an approximately uniform coverage over time.
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In this Chapter, we propose a new distributed mobility protocol for mobile node

navigation in a hybrid sensor network by collaborating with static nodes to provide

an efficient dynamic coverage for the area not covered by the static nodes. We

assume that the sensor network is partitioned into square cells such that a node

can cover a cell completely when it is located at the cell center. We divide these

cells into two categories: static and void cells. We define a static cell as a cell in

which there is at least one static node. A void cell is defined as a cell in which

there is no any static node. Mobile nodes are directed move among these void cells

based on a certain criteria. Each of these void cells is given a certain base price

(which is similar to that in [134], however, the criteria for assigning base price is

different from that in [134]). This base price is updated by static nodes based on the

time that the void cell remains not-covered by at least one mobile node. At each

movement step, mobile nodes communicate with their closest static nodes locally to

search for void cells which are not covered for a long time. Static nodes provide

necessary information for mobile nodes in their neighborhoods. At a given time, we

assume that a mobile node can visit a certain number of candidate void cells from

its current position. These candidate void cells are determined by the mobile node’s

maximum speed. Taking base prices (collected from neighboring static nodes) of the

candidate void cells into account, each mobile node selects the best void cell to move

by the next time step, as the one that is not covered for a long time. We show, from

simulation results, the effectiveness of the proposed scheme in terms of the presence

probability matrix and the average time that an arbitrary point in the network is not

covered. The presence probability matrix contains the probabilities of the presence

of at least one node at each cell at any given time instant.

We further analyze the effectiveness of the proposed mobility scheme in terms

of the worst-case detection performance when the network is deployed for target

detection applications, which will be addressed in Chapter 8.
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The Chapter is organized as follows: Section 7.2 presents the motivation and

the network model. In Section 7.3, the proposed mobility protocol is described.

Performance results are shown in Section 7.4 and the concluding remarks are given

in Section 7.5.

7.2 Motivation and System Model

7.2.1 Motivation

Consider a hybrid sensor network deployed in a square region as shown in Fig. 7.1,

where the union of checked circles represents the area covered by static nodes while

the union of solid circles represents the area covered by mobile nodes, respectively.

When the nodes are first deployed in a region, a random placement is often desirable

especially when a priori knowledge of the terrain is unavailable. However, such

random deployment strategies may not result effective coverage always, since some

nodes might be overly clustered while some of them might be sparsely located [158].

Use of node mobility to reconfigure the node locations to improve the coverage of

such networks was addressed by some authors, for example in [134, 135, 158]. In

these approaches, nodes move only during the deployment stage and the maximum

coverage area achieved by the network after reconfiguration is limited by the number

of total nodes and nodes’ sensing ranges. For example, if the total number of nodes

is relatively small, even by reconfiguration of mobile nodes to provide a uniform

coverage, a large portion of the network may be remained not-covered. On the other

hand, node failures after the initial reconfiguration might cause coverage holes in the

network.

Thus in this Chapter, our focus is on the dynamic coverage provided by mobile

nodes after the initial deployment stage. When mobile nodes are used for continuous
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movements, locations in the sensing region flip between covered and uncovered as

the time goes. Thus, an arbitrary location of the sensor field will have a time varying

coverage. However, in a hybrid network a certain portion is covered always due to

static nodes. Thus it is required to manage the node mobility such that the dynamic

coverage at an arbitrary point, located outside the area covered by static nodes, is

maximized. Motivating by these, in this Chapter we propose a distributed protocol

for mobile nodes in a hybrid sensor network to provide an efficient dynamic coverage

such that the average time that an arbitrary location remains uncovered is minimized.

7.2.2 Network model

We consider a hybrid sensor network made of 𝑁 total sensor nodes deployed in a

region ℛ with network dimension of 𝑏 × 𝑏. We assume that there are 𝑁𝑠 number

of static nodes and 𝑁𝑚 number of mobile nodes. Denote 𝜆 = 𝑁
𝑏2

to be the spatial

density of the nodes and 𝜆𝑚 = 𝑁𝑚

𝑁
and 𝜆𝑠 = 𝑁𝑠

𝑁
to be the fractions of mobile and

static nodes respectively. Let 𝒱 be the set containing all node indices in the network

and let 𝒱𝑚 and 𝒱𝑠 be the sets containing mobile and static node indices, respectively.

7.3 Interactive, Distributed Mobility Protocol

Suppose that the sensing region is divided into a square grid with a grid length of

𝑙 =
√

2𝑟 where 𝑟 is the effective sensing radius of a sensor. We assume both static and

mobile nodes have the same sensing radii and the analysis can be slightly modified to

deal with different sensing radii for mobile and static nodes. When a sensor node is

located at the center of a cell in the grid the corresponding cell is completely covered

by the sensor node. Consider the hybrid network with only static nodes as shown in

Fig. 7.2 (dropping the mobile nodes in Fig. 7.1). We denote the set of cells that is
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Figure 7.2: Sensor network with only static nodes

not covered by the static nodes as the set of void cells as shown in Fig. 7.2 with void

squares. When a static node is located in a particular cell (crossed cells in Fig. 7.2)

we consider that the corresponding cell is covered by the relevant static node and

call that cell a static cell. However, note that since a static node does not necessarily

locate at the middle of a cell, corresponding cell may not be completely covered by

the static node. We address this problem later and for the moment assume that the

cell is covered by the corresponding static node. Now the problem is how to use the

mobile nodes efficiently to cover the void cells as shown in Fig. 7.2 over time such

that revisiting time of any cell by at least one mobile node is maximized. In the

following, we propose a new distributed interactive protocol to achieve the required

task by collaborating among mobile and static nodes.

145



Chapter 7. Interactive Distributive Mobility Protocol for Mobile Node Navigation

7.3.1 Distributed protocol for node mobility management

We assign a base price for each void cell according to the following rule. Initially, at

time 𝑡 = 0, we assign a base price 𝒫 = 0 for each void cell in which there is at least

one mobile node. For all the other void cells we assign 𝒫 = 𝐾 where 𝐾 is a large

value. Let 𝑇𝑚 be the time interval in which the mobility management is performed,

which can be determined by the mobile node’s maximum speed and the length of a

grid. At each time step 𝑇𝑚, the base price of each void cell is updated considering

the time it remains uncovered (or unvisited by a mobile node). More specifically, at

each step 𝑇𝑚, if a particular cell is visited by a mobile node, its base price 𝒫 is set

to zero and the base prices of all other void cells are increased by 1 unit.

Without loss of generality we assume that at time 𝑡 = 0 each mobile node has

moved to the cell center which it belongs to, and at each step 𝑇𝑚, mobile nodes move

among cell centers. In the following we explain how a mobile node selects the best

cell to be visited at each time step distributively by collaborating with static nodes.

Determining 𝑇𝑚

We assume that any mobile node can reach 𝐿𝑐 = 8 number of closest distinct cell

centers (and itself) as shown in Fig. 7.3 at any given time step. Then the maximum

distant that a node has to move during time 𝑇𝑚 is 2𝑟. Thus it is desirable to choose

the time step 𝑇𝑚 as 𝑇𝑚 = ⌈ 2𝑟
𝑢𝑚𝑎𝑥

+ 𝜖⌉𝑠 where 𝑢𝑚𝑎𝑥 is the maximum speed of a mobile

sensor node and 𝜖 is a bias factor which accounts for the scenarios when it is needed

to heal the lack of coverage at static cells which will be explained in subsection 7.3.4

in detail.

Let each cell (cell center) in the square grid is given an ID labeled by indices

1, 2, ⋅ ⋅ ⋅ , 𝐿𝑇 where 𝐿𝑇 ≈ 𝑏2

𝑙2
is the total number of cells. Let there is 𝐿𝑠 number of

cells covered by static nodes (static cells) and 𝐿𝑣 = 𝐿𝑇 − 𝐿𝑠 number of cells that
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Figure 7.3: A mobile node’s candidate locations at a given time

are not covered by static nodes (void cells). Also denote 𝒰 , 𝒰𝑠 and 𝒰𝑣 to be the

sets containing all cell indices of the network, static cell indices and void cell indices,

respectively.

We assign a certain number of cells to each static node in the network. Each

static node in the network is responsible for updating the base price for each cell

that belongs to it. Corresponding cells for each static node are assigned based on

Voronoi partitions (as shown in Fig. 7.4). According to Voronoi partitions, any

point inside a Voronoi polygon of a static node is closer to that node rather than

to any other static node in the network. Thus for a given static node 𝑠𝑘, the cell

centers belonging to its Voronoi polygon are closer to the static node 𝑠𝑘 than any

other static node in the network. We assume that each static node has the knowledge

of the positions of the void cell centers belonging to itself. Note that at the initial
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Figure 7.4: Voronoi polygons for each static node: Solid square-static node loca-
tions, solid circles-grid points (centers) corresponding to static nodes, void circles-
grid points (centers) corresponding to grids not covered by static nodes

stage, static nodes can communicate with their Voronoi neighbors locally to construct

Voronoi polygons. By knowing its own location, based on the grid length (in terms

of the sensing range) each static node can determine the void cells in its Voronoi

polygon. Denote 𝒰𝑠𝑘 to be the set of void cell indices belongs to the Voronoi polygon

of the static node 𝑠𝑘 for 𝑠𝑘 ∈ 𝒱𝑠 and 𝐿𝑠𝑘 = ∣𝒰𝑠𝑘 ∣ be the number of void cells (cell

centers) belongs to static node 𝑠𝑘. Note that we have then 𝒰𝑣 =
∪

𝑘∈𝒱𝑠
𝒰𝑠𝑘 . Further

denote g𝑠𝑘(𝑛𝑇𝑚) to be the 𝐿𝑠𝑘 -length vector containing the base prices for all void

cells attached to the static node 𝑠𝑘 at time 𝑛𝑇𝑚 for 𝑘 ∈ 𝒱𝑠. Each static node 𝑠𝑘 is

responsible for updating g𝑠𝑘(𝑛𝑇𝑚) at each time step 𝑡 = 𝑛𝑇𝑚 for 𝑛 = 1, 2, ⋅ ⋅ ⋅ .
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7.3.2 Updating g𝑠𝑘(𝑛𝑇𝑚)

At time 𝑡 = 0

At time 𝑡 = 0, each mobile node broadcasts its current location (or equivalently

current cell ID) to its neighborhood. The static nodes located close to the mobile

node receive this information and if the corresponding mobile node’s cell ID belongs

to 𝒰𝑠𝑘 then the static node 𝑠𝑘 sets the base price for the corresponding cell to zero.

Base prices for all the other cells in 𝒰𝑠𝑘 are set to a large integer number 𝐾. Note

that at time 𝑡 = 0, all void cells which have no mobile node at time 𝑡 = 0, have the

same base price 𝐾.

At time 𝑡 = 𝑛𝑇𝑚, 𝑛 ≥ 1

At time 𝑡 = 𝑛𝑇𝑚, each mobile node broadcasts its location information (current cell

ID) to its nearest static nodes. Based on this information, each static node updates

base price vector g𝑠𝑘(𝑛𝑇𝑚) as follows: Let 𝑁𝑚,𝑘(𝑛𝑇𝑚) be the number of mobile nodes

that the static node 𝑠𝑘 receives location information at time 𝑛𝑇𝑚 and 𝒰𝑚,𝑘(𝑛𝑇𝑚) be

the set corresponding to those locations (cell indices). Then for a given static node

𝑠𝑘 for all cell indices 𝑐𝑗 ∈ 𝒰𝑠𝑘 , it checks whether 𝑐𝑗 also belongs to 𝒰𝑚,𝑘(𝑛𝑇𝑚). If

yes static node 𝑠𝑘 sets the base price of the cell 𝑐𝑗 to be zero otherwise static node

increases the 𝑐𝑗-th cell’s base price by 1 unit.

After updating base price vector g𝑠𝑘(𝑛𝑇𝑚) at time 𝑛𝑇𝑚 at each static node 𝑠𝑘, the

problem is to determine the next cell ID to be visited by each mobile node by time

𝑡 = (𝑛 + 1)𝑇𝑚 such that the cell-revisiting time is maximized. Denote 𝒞𝑚,𝑗(𝑛𝑇𝑚) to

be the set of candidate locations (cells) of the 𝑗-th mobile node at time 𝑛𝑇𝑚. Also let

𝒰𝑚𝑗
𝑠𝑘 (𝑛𝑇𝑚) be the set of cell indices belongs to both 𝒞𝑚,𝑗(𝑛𝑇𝑚) and 𝒰𝑠𝑘 . Note that the

maximum size of the set 𝒰𝑚𝑗
𝑠𝑘 (𝑛𝑇𝑚) is ∣𝒰𝑚𝑗

𝑠𝑘 (𝑛𝑇𝑚)∣𝑚𝑎𝑥 = 𝐿𝑐 + 1 = 9, since we assume
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that each mobile node can move to one of the 8 distinct candidate locations and itself

during a given movement step. For a given mobile node 𝑚𝑗 from which the static

node 𝑠𝑘 receives the location information, the static node 𝑠𝑘 checks whether any cell

in 𝑚𝑗-th candidate set 𝒞𝑚,𝑗(𝑛𝑇𝑚) belongs to 𝒰𝑠𝑘 at time 𝑡 = 𝑛𝑇𝑚. If not, static node

𝑠𝑘 does not need to communicate with mobile node 𝑚𝑗 at time 𝑛𝑇𝑚. If yes, or in

other words, if the set 𝒰𝑚𝑗
𝑠𝑘 (𝑛𝑇𝑚) is not empty, the static node 𝑠𝑘 queries the mobile

node 𝑚𝑗 to check whether 𝑚𝑗 is isolated with respect another mobile node. We call

the mobile node 𝑚𝑗 is isolated with respect to another mobile node, if there is no at

least one mobile node within a distance 𝑑𝑡 from its current location where 𝑑𝑡 (equals

to 4𝑟) is a threshold distance determined such that no duplicate covering occurs as

discussed in subsection 7.3.3. We assume that the mobile node 𝑚𝑗 can communicate

locally with other mobile nodes within a distance of 𝑑𝑡 to check whether it is isolated.

Note that in the rest of the Chapter a mobile node is isolated means that the mobile

node is isolated with respect to another mobile node. If 𝑚𝑗 is isolated, static node 𝑠𝑘

finds the cell from the set 𝒰𝑚𝑗
𝑠𝑘 (𝑛𝑇𝑚) which has the maximum base price and sends

a message corresponding to the cell ID and the maximum corresponding base price.

Note that at a given time, all the candidate cells for mobile node 𝑚𝑗 may not belong

to a one static node. In particular, they may belong to multiple near-by static nodes.

Once the mobile node 𝑚𝑗 gets maximum base prices from multiple static nodes in

which its candidate cells belong to, it selects the best location for time (𝑛+1)𝑇𝑚 by

comparing the base prices it gets from different static nodes and selects the one with

maximum base price.

If the mobile node 𝑚𝑗 is not isolated (that is there is at least another mobile node

very close to it) there might be situations which lead to duplicate covering; that is

two or more mobile nodes may try to go to the same cell at time (𝑛 + 1)𝑇𝑚. To

combat this problem (as discussed in subsection 7.3.3), when a mobile node is not

isolated, each static node 𝑠𝑘 sends all the candidate cell IDs in the set 𝒰𝑚𝑗
𝑠𝑘 (𝑛𝑇𝑚)

and their base prices to the mobile node to assist in resolving the duplicate covering
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problem.

7.3.3 Duplicate covering at a given time

When two mobile nodes are close to each other there might be situations where both

select the same void cell as the candidate location. For example, consider the scenario

as depicted in Fig. 7.5 where two mobile nodes try to heal the same cell. It can be

shown that this might happen when two mobile nodes are located within a maximum

distance of 𝑑𝑡 = 2
√

2𝑙 = 4𝑟. Assume that two mobile nodes 𝑚1 and 𝑚2 are located
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in cells represented by 𝐴 and 𝐵 at time 𝑡 = 𝑛𝑇𝑚 as shown in Fig. 7.5. According to

the information received from closest static nodes, both mobile nodes can access to

the base prices of all of their candidate cells, for example marked at the north-east

corner of each candidate cell for both mobile nodes in Fig. 7.5. According to the

base prices, both will try to select the cell 𝐶 as the next location for time (𝑛+ 1)𝑇𝑚

which has the highest base price from each mobile nodes’ candidate sets. Since this

will lead to inefficient coverage, we propose for two mobile nodes to exchange their

local information to avoid duplicate covering. Since this phenomenon occurs when

two mobile nodes are located close to each other, we assume that these two mobile

nodes can exchange their information to check whether a duplicate covering is going

to happen. If so, they exchange the next maximum base prices from their candidate

sets, and check which mobile node has the second maximum base price. Accordingly,

the node with the highest maximum second base price selects the corresponding cell

as the candidate cell. According to Fig. 7.5, since the mobile node 𝑚1 has the second

maximum base price (compared to mobile node 𝑚2), it moves to the corresponding

cell (denoted by cell 𝐷) while the mobile node 𝑚2 moves to the cell 𝐶. If the second

maximum base price is same for both nodes, they can select either one of the nodes

to move to the cell with the second maximum base price arbitrarily. When there are

more than 1 mobile sensors within the distance 𝑑𝑡 from node 𝑚𝑗 , the same procedure

can be extended by exchanging the relevant information among those nodes. In

such cases it might be necessary to exchange, 2𝑛𝑑, 3𝑟𝑑,... highest base prices among

neighboring mobile nodes.

7.3.4 Compensating for the lack of coverage in a static cell

As mentioned earlier in this section, since a static node might not be located at the

center of a static cell in the grid, there might be certain uncovered portions of the

corresponding cell. Note that this uncovered portion is maximum when a static node
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is located very close to one of the cell corners in which it belongs to. Consider the

scenario that the static node is located very close to the north-east corner of the

cell it belongs to (denoted by 𝑐1), as shown in Fig. 7.6 with a circle with solid line.

To compensate for the lack of coverage in the corresponding cell, we propose the

following procedure. It can be shown that with the relationship between the side

length of a cell in the grid and the sensing range, when a mobile node comes to a cell

located either to the left or to the bottom of the static cell, and if they are moved

a distance of 𝑟 − 𝑟√
2

(at the worst case) beyond the cell center towards the static

cell, the corresponding static cell can be completely covered. This is illustrated in

Fig. 7.6 where when a mobile node comes to either cell centers 𝐴 or 𝐶, and if it

is allowed to move a distance of 𝑟 − 𝑟√
2

(i.e. to either 𝐵 or 𝐷, respectively), the

uncovered portion of the static cell can be totally covered. To address this problem,
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at time 𝑛𝑇𝑚, when a mobile node selects its candidate cell for time (𝑛+1)𝑇𝑚, it also

checks whether there is a static node to the right, left, up or down to the selected

cell. Then based on the static node location, it approximates the required distance

it should move (maximum of 𝑟 − 𝑟√
2
) beyond the selected cell center to compensate

for the lack of coverage of the static cell.

Note that according to the proposed mobility algorithm we allow mobile nodes

to move between cell centers at consecutive time steps 𝑇𝑚. However, when we need

to address this static cell compensating problem, mobile nodes have to move little

far away from a cell center. When this happens (i.e. a mobile node may move to

location 𝐵 (or 𝐷) instead of 𝐴 (or 𝐶) in Fig. 7.6), the mobile node may need to

move a maximum distance of ≈ 2.2168𝑟 to reach its next candidate cell at next time

step. As shown in Fig. 7.6, when the mobile node is at the point 𝐷 in the cell 𝑐3,

it can reach all its candidate cells by next time step, except 𝐸 and 𝐹 by moving

a maximum distance of 2𝑟. To reach the candidate cells 𝐸 and 𝐹 it has to move

a maximum distance of ≈ 2.2168𝑟. Thus when determining the time step 𝑇𝑚 as

pointed out in subsection 7.3.1, we need to take this scenario into account. Thus 𝑇𝑚

is selected as, 𝑇𝑚 = ⌈ 2𝑟
𝑢𝑚𝑎𝑥

+ 𝜖⌉𝑠 where 𝜖 = 0.2168𝑟
𝑢𝑚𝑎𝑥

.

The proposed protocol for node mobility management of hybrid sensor network

is summarized in Algorithm 3.

7.4 Performance Evaluation

To evaluate the effectiveness and efficiency of the proposed mobility protocol, we

perform experiments to investigate how well the desired area is covered over time

to minimize the time that a void cell is unvisited by a mobile node. We depict the

results in different perspectives taking the factors, the probability that at least one
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(c). 𝑆𝑇 = 10, 000

Figure 7.7: Presence probability matrix with proposed mobility protocol, 𝑁 = 40,
𝜆𝑚 = 0.5, 𝑢𝑚𝑎𝑥 = 10𝑚/𝑠 (a). after moving steps 𝑆𝑇 = 100 (b). after moving steps
𝑆𝑇 = 1000 (c). after moving steps 𝑆𝑇 = 10, 000

mobile node visits a particular cell at any given time instant, the average time that

any arbitrary point in the network is unvisited, effect of the node speed and the

fraction of mobile nodes, into account.

7.4.1 Presence probability at each cell

Denote 𝑝𝑐𝑘 to be the probability that at least one node is present at the cell 𝑐𝑘 at any

given time. Let Λ be the presence probability matrix containing the probabilities of
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(c). 𝑆𝑇 = 10, 000

Figure 7.8: Presence probability matrix with bounced random walk model, 𝑁 = 40,
𝜆𝑚 = 0.5, 𝑢𝑚𝑎𝑥 = 10𝑚/𝑠 (a). after moving steps 𝑆𝑇 = 100 (b). after moving steps
𝑆𝑇 = 1000 (c). after moving steps 𝑆𝑇 = 10, 000

the presence of at least one node at each cell at a given time instant. For simulations,

we consider a sensor network deployed in a ≈ 200×200𝑚2 square region with 14×14

grid. We let 𝑟 = 10𝑚 such that the grid length becomes 𝑙 =
√

2𝑟 ≈ 14.14𝑚. Denote

𝑆𝑇 to be the number of moving steps. We compare the performance of the proposed

mobility protocol with bounced random walk mobility model with a step size of 𝑙.

We mean by bounced random walk, that when the mobile nodes hit the boundary

under random walk, they bounce back with probability 1. Figures 7.7 and 7.8 show

the presence probability matrices with proposed mobility scheme and with bounced
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Figure 7.9: Mean and the standard deviation of presence probabilities at void cells
vs. the number of movement steps 𝑆𝑇 (in log scale) for proposed protocol and the
bounced random walk mobility model, 𝑁 = 40, 𝜆𝑚 = 0.5, 𝑢𝑚𝑎𝑥 = 10𝑚/𝑠 (a). Mean
(b). Standard deviation

random walk scheme, respectively. The presence probability matrices are shown after

completing 𝑆𝑇 = 100, 𝑆𝑇 = 1000 and 𝑆𝑇 = 10, 000 moving steps, respectively, for

𝑁 = 40 and 𝜆𝑚 = 0.5. Note that in Figs 7.7 and 7.8, the high peaks with presence

probability 1 reflect the presence probability of static cells. Looking at the presence

probabilities of void cells under two mobility schemes, from Fig. 7.7 it can be seen

that the presence probabilities of void cells are becoming uniform after completing

relatively a small number of steps compared to that with random walk model (Fig.

7.8). When the number of movements steps is large, it can be seen from Fig.7.8

that the presence probabilities of void cells under random walk mobility models are

also becoming uniform, as expected. However, as can be seen from Figs. 7.7 and

7.8, in terms of the number of movement steps needed to achieve this uniformity

the proposed protocol for hybrid sensor network outperforms the random mobility

schemes.
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To further investigate the relationship between the number of movement steps

and the uniformity of presence probabilities of void cells, in Fig. 7.9 we plot the mean

and the standard deviation of presence probabilities of void cells as the number of

movement steps (𝑆𝑇 ) is increasing for proposed and random walk mobility schemes.

In Fig. 7.9 we use 𝑆𝑇 in log10 scale. From Fig. 7.9(a), it can be seen that the mean

of the presence probabilities of void cells converges to a constant with a relatively

small number of movement steps for both schemes and the corresponding mean value

is relatively large with proposed scheme compared to that with the random mobility

scheme. This essentially implies, with the proposed protocol, void cells are covered

much efficiently over time compared to that with random mobility scheme. In Fig.

7.9(b), we plot the standard deviation of presence probabilities of void cells with

log10 𝑆𝑇 . Note that the standard deviation of presence probabilities of void cells

acts as a measure of the quality of uniformness of the presence probabilities. From

Fig. 7.9(b), it can be seen that the standard deviation of presence probabilities of

void cells converges to a constant value for both mobility schemes and the threshold

number of movement step that this happens is much more less with the proposed

mobility protocol compared to that with the random mobility scheme. Moreover,

the constant value of this convergence is less for proposed protocol compared to that

with the bounced random walk scheme implying the effectiveness of the proposed

scheme.

Although figures are not included, it can be seen that when the fraction of mobile

nodes is increasing the presence probability of void cells is also increasing since then

the frequency that any mobile node can visit a cell is also increasing.
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Figure 7.10: (a). Average time taken for an arbitrary point to be revisited for
different network sizes 𝑁 : 𝑢𝑚𝑎𝑥 = 10𝑚/𝑠, 𝑟 = 10𝑚, 𝑏 ≈ 200𝑚 (b). Average time
taken for an arbitrary point to be revisited for different node speeds: 𝑁 = 60,
𝑟 = 10𝑚, 𝑏 ≈ 200𝑚

7.4.2 Average unvisited time of an arbitrary point

In the next experiment, we evaluate the performance of the proposed mobility scheme

in terms of the average time that any arbitrary point is uncovered by the hybrid

sensor network. We compare the results of the proposed scheme with a random

mobility model. Figure 7.10(a) shows the average unvisited time of an arbitrary

point in the network with the proposed mobility protocol and bounced random walk

mobility model (with step size of 𝑙) for 𝑁 = 40 and 𝑁 = 60. In Fig. 7.10(a), we

let 𝑢𝑚𝑎𝑥 = 10𝑚/𝑠, 𝑟 = 10𝑚. It can be seen that when the fraction of mobile nodes

is low, by the proposed mobility protocol for hybrid sensor network, a significant

performance improvement can be obtain over bounced random walk mobility model.

Note that due to extra cost needed for deploying mobile nodes compared to static

nodes, this is the most interesting scenario. As mentioned earlier in the Chapter,

random mobility models are not well suited for hybrid sensor networks specially for
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lower 𝜆𝑚’s since they may provide duplicate coverage, which results in an inefficient

usage of mobile nodes. Since deploying mobile nodes is not as cost effective as

deploying static nodes, it is more desirable to efficiently use the node mobility in

order to improve the network coverage. However, from Fig. 7.10(a), it can be seen

that when 𝜆𝑚 is increasing, the unvisited time with the proposed scheme is not much

different from the random walk scheme since then there is a large number of mobile

nodes compared to static nodes and thus the duplicate coverage caused by random

walk mobility model is less. Also when the total number of nodes is increasing, it can

be seen that even with a lower fraction of mobile nodes, relatively lower unvisited

time can be obtained by the proposed scheme. The performance gain of the proposed

scheme over the random walk mobility model is more significant when 𝑁 is smaller,

that is when the network is to be covered by a small number of total nodes.

Figure 7.10(b) shows the average unvisited time of an arbitrary point when the

node speed is changing. In Fig. 7.10(b), we let 𝑁 = 60, 𝑟 = 10𝑚 and the plots

correspond to 𝑢𝑚𝑎𝑥 = 5𝑚/𝑠 and 10𝑚/𝑠. It can be seen that especially with a lower

fraction of mobile nodes, the speed of mobile nodes affects the system performance

significantly compared to that with a large fraction of mobile nodes. However, irre-

spective of the node speed, it can be seen that with relatively small fraction of mobile

nodes, the proposed mobility scheme outperforms the random mobility schemes. For

results in Fig. 7.10 we ran simulations for 10000s and averaged over 50, 000 arbitrary

points.

7.5 Conclusions

In this Chapter we proposed an interactive, distributed protocol for mobile node nav-

igation in a hybrid sensor network to efficiently cover the area not-covered by static
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nodes by maximizing the re-visiting time of an arbitrary point in the network. The

proposed scheme can be implemented distributively by collaborating among static

and mobile nodes locally, having only communicating in the local neighborhood. It

was shown that the proposed scheme provides an approximate uniform coverage af-

ter completing relatively small number of movement steps compared to that with

random walk model, which is desirable when the network is designed for detecting

targets in which the existence is unknown. The proposed scheme also outperforms

the random mobility schemes in terms of the average revisiting time of an arbitrary

point in the network especially when the fraction of mobile nodes is small.

161



Chapter 7. Interactive Distributive Mobility Protocol for Mobile Node Navigation

Algorithm 3 Mobility protocol
NOTATIONS:

g𝑠𝑘 (𝑛𝑇𝑚): base price vector at static node 𝑠𝑘 at time 𝑡 = 𝑛𝑇𝑚

𝒰𝑠𝑘 : set of all void cell indices belongs to static node 𝑠𝑘

𝑁𝑚,𝑘(𝑛𝑇𝑚): number of mobile nodes from which the static node 𝑠𝑘 receives locations information at time 𝑛𝑇𝑚

𝒞𝑚,𝑗(𝑛𝑇𝑚): set of cell indices corresponding to candidate cells of mobile node 𝑚𝑗 at time 𝑛𝑇𝑚

𝒰𝑚𝑗
𝑠𝑘 (𝑛𝑇𝑚): set of cell indices belongs to both 𝒞𝑚,𝑗 (𝑛𝑇𝑚) and 𝒰𝑠𝑘

g
𝑚𝑗
𝑠𝑘 (𝑛𝑇𝑚): base price vector corresponding to cell indices in 𝒰𝑚𝑗

𝑠𝑘

𝑃 ∗
𝑗,𝑘: element with maximum value (maximum base price) in g

𝑚𝑗
𝑠𝑘 (𝑛𝑇𝑚)

𝑐∗𝑗,𝑘: cell index corresponding to 𝑃 ∗
𝑗,𝑘

INITIALIZATION AT TIME 𝑡 = 0:

1: Determine 𝒰𝑠𝑘 for all 𝑘 ∈ 𝒱𝑠 based on Voronoi partitions

2: Initialize g𝑠𝑘 (0) as in subsection 7.3.2

AT STATIC NODE 𝑠𝑘 AT TIME 𝑡 = 𝑛𝑇𝑚:

After receiving location (cell) information from neighboring mobile nodes:
1: Update the base price vector g𝑠𝑘 (𝑛𝑇𝑚) as in subsection 7.3.2

2: for 𝑗 = 1 : 𝑁𝑚,𝑘(𝑛𝑇𝑚) do

3: Check → 𝒰𝑚𝑗
𝑠𝑘 (𝑛𝑇𝑚) is non-empty

4: if yes then
5: check → 𝑚𝑗 is isolated

6: if yes then
7: Find 𝑃 ∗

𝑗,𝑘 and 𝑐∗𝑗,𝑘 and transmit to mobile node 𝑚𝑗

8: else {𝑚𝑗 is not isolated}
9: Send cell IDs and their base prices in the set 𝒰𝑚𝑗

𝑠𝑘 (𝑛𝑇𝑚) to mobile node 𝑚𝑗

10: end if
11: else {no}
12: Send nothing to mobile node 𝑚𝑗

13: end if

14: end for

AT MOBILE NODE 𝑚𝑗 AT TIME 𝑡 = 𝑛𝑇𝑚:

1: Broadcast location information to neighboring static nodes
After receiving base prices for relevant candidate locations from neighboring static
nodes:
1: check → 𝑚𝑗 is isolated

2: if yes then
3: select candidate cell with maximum base price
4: else {no}
5: call 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑐𝑜𝑣𝑒𝑟𝑖𝑛𝑔(𝑚𝑗)

6: end if

After selecting candidate cell corresponding to time (𝑛 +
1)𝑇𝑚:
1: Check → need for static cell compensation
2: if yes then
3: Adjust the location to be moved in the selected candidate cell according to subsection 7.3.4
4: else {no}
5: Move to the center of the selected candidate cell by time (𝑛+ 1)𝑇𝑚
6: end if

𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑐𝑜𝑣𝑒𝑟𝑖𝑛𝑔(𝑚𝑗)
1: Exchange local information with neighboring mobile nodes to check for duplicate covering
2: if yes:(duplicate covering) then

3: Exchange next highest base prices to determine the best candidate cell as in subsection 7.3.3
4: else {no:(no duplicate covering )}
5: select candidate cell with maximum base price
6: end if
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Chapter 8

Worst-Case Detection

Performance

8.1 Introduction

In this Chapter, we analyze the worst-case detection performance of a hybrid sen-

sor network consisting of both static and mobile nodes when the target to be de-

tected is trying to evade the sensing region with the minimum probability of being

detected. We evaluate the worst-case detection performance in terms of the expo-

sure [32,91,92,104], which reflects the quality of the sensor network when the target

tries to evade the network with minimum detection probability. Exposure is defined

in different contexts in the literature, and the general idea behind that is how can

a target traverse the desired field with the minimum probability of being detected

(or minimum detection time). To find the exposure path, different algorithms were
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proposed in [91, 92, 104] considering different performance measures. For example,

in [92], the exposure path was formulated in terms of the sensor field intensity. In [91],

algorithms are presented to find exposure in terms of the worst case coverage. In the

worst case coverage, the exposure path is found by maximizing the closest distance

to any sensor node in the target traversal, based on Voronoi partitions and the graph

theoretic techniques. In [104], a different definition is given for the exposure. The

exposure path is defined as the one with the least probability of being detected and

they have taken the measurement uncertainties at sensor nodes into account in find-

ing the exposure path. The exposure in a mobile sensor network is addressed in [32]

to minimize the probability of being detected, based on a given sensing architecture

in which mobile nodes make noisy measurements on the emitted signals by the target

at a given set of locations of the route of the mobile nodes. However, they did not

consider specific mobility models for the mobile nodes.

To find the exposure in a hybrid sensor network, we develop an efficient sequential

methodology based on the presence probability matrix. The proposed methodology

to find exposure is valid for hybrid sensor networks with arbitrary mobility models

as far as the knowledge of the presence probability matrix is available. We show that

with the mobility management protocol presented in Chapter 7, a significant perfor-

mance at the worst-case target exposure is achieved compared to random mobility

schemes especially when the number of mobile nodes in the hybrid network is small.

The Chapter is organized as follows. Section 8.2 presents the sensor network and

the target model. The worst case performance on target detection by the hybrid

sensor network is addressed in Section 8.3. Section 8.4 shows performance results

and concluding remarks are given in Section 8.5.
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8.2 Network Model

We consider a hybrid sensor network made of 𝑁 total sensor nodes deployed in a

region ℛ with network dimension of 𝑏 × 𝑏. We assume that there are 𝑁𝑠 number

of static nodes and 𝑁𝑚 number of mobile nodes. Denote 𝜆 = 𝑁
𝑏2

to be the spatial

density of the nodes and 𝜆𝑚 = 𝑁𝑚

𝑁
and 𝜆𝑠 = 𝑁𝑠

𝑁
to be the fractions of mobile and

static nodes respectively. Let 𝒱 be the set containing all node indices in the network

and let 𝒱𝑚 and 𝒱𝑠 be the sets containing mobile and static node indices, respectively.

We assume the same network model as in Chapter 7 in which the sensing region is

divided into a square grid with a grid length of 𝑙 =
√

2𝑟 where 𝑟 is the effective

sensing radius of a sensor. We assume that any mobile node can reach 𝐿𝑐 = 8

number of closest distinct cell centers (and itself) as discusses in Chapter 7 at any

given time step. The time at which each movement step is taken by a mobile node

is denoted by 𝑇𝑚 and the maximum speed of a mobile node is 𝑢𝑚𝑎𝑥.

8.2.1 Target model

Without loss of generality we assume that the target traversal also is a sequence of

cells in the grid formed in Chapter 7. We denote by 𝑆, a set of cell sequences which

forms a path for the target. We assume that a target can enter and leave the desired

region from any boundary (boundary cell). Further we assume that the target should

spend at least 𝑇1 time after it enters the region to accomplish the required task, and

has to leave the region before maximum of 𝑇2 ≥ 𝑇1 time. The goal is to find the

best path for the target to minimize the probability of being detected by the sensor

network.

165



Chapter 8. Worst-Case Detection Performance

8.3 Worst Case Detection Performance

8.3.1 Detection probability

Let us assume that a target can visit 8 number of distinct candidate cells at a given

time from its current cell as that with the mobile nodes. Let 𝑇𝑟 be the time that

the target needs to visit its candidate cells from its current position and 𝑢𝑟,𝑚𝑎𝑥 be

the maximum speed of the target. Note that if the target has the same speed as

with mobile nodes, then we have 𝑇𝑟 ≈ 𝑇𝑚. When the target visits the cell 𝑐𝑘 at time

𝑡 = 𝑛𝑇𝑟, the probability that the target is detected at time 𝑡 = 𝑛𝑇𝑟, 𝑃 (𝑐𝑘, 𝑛𝑇𝑟) = 𝑝𝑐𝑘

where 𝑝𝑐𝑘 is the presence probability of cell 𝑐𝑘, which is the probability that at least

one node is present at the cell 𝑐𝑘 at any given time instant. Note that 𝑝𝑐𝑘 = 1 if 𝑐𝑘

is a static cell. When a target traverses along the path 𝑆 for 𝑛0 time steps, where

𝑇1 ≤ 𝑛0𝑇𝑟 ≤ 𝑇2 the probability that the target is detected by the sensor network is

given by,

𝑃 (𝑆, 𝑛0) = 1−
𝑛0∏
𝑗=0

(1− 𝑃 (𝑐𝑗, 𝑗𝑇𝑟)), (8.1)

where 𝑐𝑗 is the cell index where the target is located at time 𝑗𝑇𝑟. Let 𝒮 be the set

of all cell sequences that the target can traverse by time 𝑇1 ≤ 𝑛0𝑇𝑟 ≤ 𝑇2 starting at

any boundary cell. Then the exposure is defined as [32],

𝜖 = min
𝑆∈𝒮

𝑃 (𝑆, 𝑛0). (8.2)

8.3.2 Evaluating worst-case target exposure

Note that minimizing 𝑃 (𝑆, 𝑛0) is equivalent to maximizing
∏𝑛0

𝑗=0(1−𝑃 (𝑐𝑗 , 𝑗𝑇𝑟)) and

thus maximizing
∑𝑛0

𝑗=0 log(1 − 𝑃 (𝑐𝑗, 𝑗𝑇𝑟)). Since log(1 − 𝑃 (𝑐𝑗, 𝑗𝑇𝑟)) ≤ 0, we take
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maximizing 𝑃 (𝑆, 𝑛0) as equivalent to minimizing −∑𝑛0

𝑗=0 log(1 − 𝑃 (𝑐𝑗, 𝑗𝑇𝑟)). As

given in [32], to find the path with minimum exposure, we may convert the problem

into a shortest path problem in a time expansion directed graph by assigning vertices

and weights as follows.

For a given time 𝑡 = 𝑛𝑇𝑟, the vertices of the graph represent all the cell indices.

We consider the same grid structure as given in section 7.3 which has a total of 𝐿𝑇

number of cells. We represent vertices at time 𝑡 = 𝑛𝑇𝑟 as (𝑐𝑘, 𝑛𝑇𝑟) consisting of all

cells where 𝑐𝑘 ∈ 𝒰 . The weight assignment of the graph from time 𝑡 = 𝑛𝑇𝑟 to time

(𝑛+1)𝑇𝑟 is performed as follows. If the cell 𝑐𝑘 at time 𝑡 = 𝑛𝑇𝑟 (i.e. vertex (𝑐𝑘, 𝑛𝑇𝑟) in

the expansion graph) is a non-boundary cell, it has 9 (including itself) outgoing edges

to the corresponding neighboring cells. In particular, let (𝑐𝑘1, (𝑛 + 1)𝑇𝑟), (𝑐𝑘2, (𝑛 +

1)𝑇𝑟), (𝑐𝑘3, (𝑛+1)𝑇𝑟), (𝑐𝑘4, (𝑛+1)𝑇𝑟), (𝑐𝑘5, (𝑛+1)𝑇𝑟), (𝑐𝑘6, (𝑛+1)𝑇𝑟), (𝑐𝑘7, (𝑛+1)𝑇𝑟),

(𝑐𝑘8, (𝑛+1)𝑇𝑟) and (𝑐𝑘, (𝑛+1)𝑇𝑟) be the vertices at time (𝑛+1)𝑇𝑟 corresponding to

neighboring (candidate) cells of the cell 𝑐𝑘 when the current time is 𝑡 = 𝑛𝑇𝑟. Then

the vertex (𝑐𝑘, 𝑛𝑇𝑟) has outgoing edges to all vertices listed above at time (𝑛 + 1)𝑇𝑟

and the corresponding edge weighs are given by − log(1−𝑃 (𝑐𝑛+1, (𝑛+1)𝑇𝑟)), where

𝑐𝑛+1 is the corresponding cell index at time (𝑛 + 1)𝑇𝑟. For a boundary cell, the

number of candidate cells is less than that with non-boundary cells, and the vertices

are connected only with the valid candidate cells. An illustration of vertex and edge

assignments for a 3× 3 grid is shown in Fig. 8.1 where edge weights are not marked.

Since the target needs to exit the region by maximum of time 𝑇2, the graph is

expanded at most 𝑇2/𝑇𝑟 steps. Now the problem is to find the target traversal which

will result the minimum weight 𝑤 = −∑𝑛0

𝑗=1 log(1−𝑃 (𝑐𝑗, 𝑗𝑇𝑟)) for any 𝑇1 ≤ 𝑛0 ≤ 𝑇2.

Note that in [32], an upper bound and a lower bound for the exposure were given

instead of the exact exposure. In contrast, with the constraints that the target may

have to exit the region within [𝑇1, 𝑇2], we present a sequential procedure to find the
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Figure 8.1: Vertex and edge assignment of the expansion graph from time 𝑛𝑇𝑟 to
time (𝑛 + 1)𝑇𝑟 for 3 × 3 square grid; edge weights are not marked. Note that the
vertex (5, 𝑛𝑇𝑟) at time 𝑛𝑇𝑟 corresponds to a non-boundary cell of the considered grid
and it has 9 outgoing edges from time 𝑛𝑇𝑟 to (𝑛+1)𝑇𝑟. All the other vertices at time
𝑛𝑇𝑟 correspond to boundary-cells. For vertices (1, 𝑛𝑇𝑟), (3, 𝑛𝑇𝑟), (7, 𝑛𝑇𝑟), (9, 𝑛𝑇𝑟) at
time 𝑛𝑇𝑟, they have 4 outgoing edges while for vertices (2, 𝑛𝑇𝑟), (4, 𝑛𝑇𝑟), (6, 𝑛𝑇𝑟),
(8, 𝑛𝑇𝑟), they have 6 outgoing edges from time 𝑛𝑇𝑟 to (𝑛 + 1)𝑇𝑟

exact exposure with reduced complexity using graph theoretic techniques.

Denote 𝒰𝑏 and 𝒰𝑛𝑏 be the sets containing indices of boundary cells and non-

boundary cells, respectively. Recall that we assume that the target may enter and

exit from any boundary cell after spending 𝑇1 time. Now the problem is to find the

best path for the target such that it will give the minimum detection probability

to exit the region after 𝑇1 time, if it enters the region from a boundary cell. Note

that based on the above graph theoretic view, the shortest path (cell sequence) that
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any cell can be reached (from starting cell) by time 𝑡 = 𝑇1 can be found based on

a single-source shortest path algorithm. For simplicity we assume that 𝑇1/𝑇𝑟 = 𝑞 is

an integer. Denote 𝑠𝑘(𝑞𝑇𝑟) to be the shortest path (or cell sequence) for the target

traversal with the destination being the cell 𝑐𝑘 at time 𝑞𝑇𝑟, and 𝑤𝑘(𝑞𝑇𝑟) be the

corresponding weight where 𝑤𝑘(𝑞𝑇𝑟) = −∑𝑞
𝑗=1 log(1 − 𝑃 (𝑐∗𝑗 , 𝑗𝑇𝑟)) where 𝑐∗𝑗 ’s are in

the cell sequence of the corresponding path. Now we propose the following procedure

to find the best traversal for the target.

Let 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟) = min

𝑘∈𝒰𝑏
𝑤𝑘(𝑞𝑇𝑟) be the minimum weight of all the shortest paths

with a boundary cell being the destination cell at time 𝑡 = 𝑞𝑇𝑟 = 𝑇1 and 𝑤𝑚𝑖𝑛
𝑘,𝑛𝑏(𝑞𝑇𝑟) =

min
𝑘∈𝒰𝑛𝑏

𝑤𝑘(𝑞𝑇𝑟) be the minimum weight of all the shortest paths with a non-boundary

cell being the destination cell at time 𝑡 = 𝑞𝑇𝑟 = 𝑇1. It can be shown that if

𝑤𝑚𝑖𝑛
𝑘,𝑛𝑏(𝑞𝑇𝑟) ≥ 𝑤𝑚𝑖𝑛

𝑘,𝑏 (𝑞𝑇𝑟), by expanding the graph beyond the time 𝑡 = 𝑞𝑇𝑟 = 𝑇1 will

not result any shorter path with corresponding weight less than 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟). Thus if

this condition stratifies at time 𝑞𝑇𝑟 (or (𝑇1)), the path with minimum weight, for the

target enters at a particular boundary cell, is the path corresponding to 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟).

If the condition is not satisfied, that will mean that there is a possibility to have a

shorter path for the target to exit the region with a less weight (or less probability

of detection) than the path corresponding to the weight 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟) which terminated

by time 𝑡 = 𝑞𝑇𝑟. Then, if the above condition is not satisfied the graph is expanded

to time 𝑡 = (𝑞+1)𝑇𝑟 while keeping 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟) in the memory. Now the weight assign-

ments for edges connecting vertices from time 𝑡 = 𝑞𝑇𝑟 to 𝑡 = (𝑞+1)𝑇𝑟 are performed

as follows.

From all the shortest paths with the destination cell as a non-boundary cell at

time 𝑞𝑇𝑟, we find the set of non-boundary cells which have the corresponding weights

at time 𝑞𝑇𝑟 less than 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟). Then we connect only these non-boundary cells to

their candidate cells at time (𝑞+1)𝑇𝑟. The point here is that, for other non-boundary

cells at time 𝑞𝑇𝑟 where the corresponding weights of their shortest paths are greater
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than 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟) by expanding the vertices corresponding to them beyond 𝑞𝑇𝑟, we will

not get any shorter path which will result in a less value than 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟) since any

path with those cells being the cell at time 𝑞𝑇𝑟, will always result the weight greater

than 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟).

At time (𝑞 + 1)𝑇𝑟, we follow two steps: (i). As in time 𝑞𝑇𝑟, 𝑤
𝑚𝑖𝑛
𝑘,𝑏 ((𝑞 + 1)𝑇𝑟) and

𝑤𝑚𝑖𝑛
𝑘,𝑛𝑏((𝑞 + 1)𝑇𝑟) are computed. If 𝑤𝑚𝑖𝑛

𝑘,𝑏 ((𝑞 + 1)𝑇𝑟) ≤ 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟), 𝑤

𝑚𝑖𝑛
𝑘,𝑏 (𝑇𝑟) is deleted

from the memory, since then it makes sure that there is a shorter path on or beyond

time (𝑞 + 1)𝑇𝑟 having a smaller weight than 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟). Then again as in time 𝑞𝑇𝑟,

the condition 𝑤𝑚𝑖𝑛
𝑘,𝑛𝑏((𝑞 + 1)𝑇𝑟) ≥ 𝑤𝑚𝑖𝑛

𝑘,𝑏 ((𝑞 + 1)𝑇𝑟) is checked, and if true expansion is

stopped by time (𝑞 + 1)𝑇𝑟. If not, the same procedure follows as in time 𝑞𝑇𝑟, to find

the required set of non-boundary cells from which the edges are connected to time

(𝑞 + 2)𝑇𝑟 while keeping 𝑤𝑚𝑖𝑛
𝑘,𝑏 ((𝑞 + 1)𝑇𝑟) in the memory. (ii). If 𝑤𝑚𝑖𝑛

𝑘,𝑏 ((𝑞 + 1)𝑇𝑟) >

𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟), it checks whether the condition 𝑤𝑚𝑖𝑛

𝑘,𝑛𝑏((𝑞 + 1)𝑇𝑟) ≥ 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟) is satisfied.

If yes, the expansion is stopped by time (𝑞 + 1)𝑇𝑟 resulting 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟) the minimum

weight corresponding to shortest path for the target. If not, the graph is expanded

to time (𝑞 +1)𝑇𝑟 after finding the required set of non-boundary cells from which the

edges are connected to time (𝑞 + 2)𝑇𝑟 (as in time 𝑞𝑇𝑟) while keeping 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟) in

the memory. The expansion is stopped at time 𝑞0𝑇𝑟 if either one of the following

criteria is met. (i). if 𝑤𝑚𝑖𝑛
𝑘,𝑛𝑏(𝑞0𝑇𝑟) ≥ min{𝑤𝑚𝑖𝑛

𝑘,𝑏 (𝑞𝑇𝑟), 𝑤
𝑚𝑖𝑛
𝑘,𝑏 ((𝑞+1)𝑇𝑟), ⋅ ⋅ ⋅ , 𝑤𝑚𝑖𝑛

𝑘,𝑏 (𝑞0𝑇𝑟)}
for 𝑞 ≥ 𝑞0 < 𝑇2/𝑇𝑟 (ii). if 𝑞0 = 𝑇2/𝑇𝑟, where the maximum time for expansion is

reached.

Note that, with the proposed scheme, the complexity is greatly reduced since

after time 𝑇1, at each time step a certain number of vertices corresponding to non-

boundary cells does not need to be expanded. On the other hand, with the proposed

mobility protocol, as can be observed from the simulation results, the graph does not

need to expand a large number of time steps after time 𝑇1 due to the approximately

uniform nature of the presence probability matrix (for the void cells). This essentially
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implies that after the required time is spent in the region (i.e. time 𝑇1), by circulating

inside the region to minimize the detection probability is not desirable for the target

since, due to nearly uniform presence probability matrix, target will not find a safer

area to avoid detection inside the region as time goes. Note that the above procedure

is for the target traversal starting at a given boundary cell. Thus to find the worst

case scenario over all starting boundary cells, the procedure can be repeated. The

proposed procedure is summarized in Algorithm 4.

8.4 Performance Results

In this Section, we evaluate the worst-case detection probability based on the algo-

rithm presented in Section 8.3. We compare the worst-case detection performance

of the proposed mobility model with the bounced random walk model. To find

the worst-case detection performance as given by Section 8.3, we find the presence

probability matrix with random walk with a step size of 𝑙.

Figure 8.2 shows the worst-case detection performance with the proposed mobility

scheme and with the random walk mobility model. In Fig. 8.2, we assume that the

maximum speed of mobile nodes and the target is the same, where 𝑢𝑚𝑎𝑥 = 𝑢𝑟,𝑚𝑎𝑥 =

5𝑚/𝑠. Note that higher the worst-case detection probability, less safe for the target

to enter the sensing region. It can be seen from Fig. 8.2 that, with the proposed

node mobility scheme, it is more dangerous for the target to enter the sensing region

and is very less likely that it can find a safe path to exit. Also, it can be seen that

more time the target has to be in the desired region (i.e. 𝑇1 is increasing) to perform

the required task, more vulnerable for the target, and the rate of vulnerability is

higher as 𝑇1 increases with the proposed mobility model when compared to that

with random walk model.
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Figure 8.2: Worst-case detection probability

8.5 Conclusions

In this Chapter, the worst-case detection performance of a hybrid sensor network

is evaluated when the target is trying to evade the sensing region by minimizing

the probability of being detected, in terms of exposure. We developed an efficient

sequential algorithm to find the worst-case target exposure based on graph-theoretic

techniques which can be used to find exposure in mobile/hybrid sensor networks with

arbitrary mobility models as far as the presence probability matrix is available. It

was shown that with the proposed mobility protocol in Chapter 7, it is very less likely

that a target would find a safe path to traverse through the sensing field without

being detected, compared to that with random mobility models.
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Algorithm 4 Procedure to find best target traversal
NOTATIONS:
𝑞 = 𝑇1/𝑇𝑟: minimum number of time steps a target needs to spend in the region
𝑠∗𝑘(𝑞𝑇𝑟): the shortest path (cell sequence) for the target traversal with the destination cell
being the cell 𝑐𝑘 at time 𝑞𝑇𝑟

𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟): (minimum) weight of the shortest path with a boundary cell being the

destination cell at time 𝑞𝑇𝑟

𝑠∗𝑘,𝑏(𝑞𝑇𝑟): corresponding shortest path (cell sequence) which results the weight 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟)

𝑤𝑚𝑖𝑛
𝑘,𝑛𝑏(𝑞𝑇𝑟): (minimum) weight of the shortest path with a non-boundary cell being the

destination cell at time 𝑞𝑇𝑟

𝑠∗𝑘,𝑛𝑏(𝑞𝑇𝑟): corresponding shortest path (cell sequence) which results the weight 𝑤𝑚𝑖𝑛
𝑘,𝑛𝑏(𝑞𝑇𝑟)

𝒰 ′
𝑛𝑏(𝑞𝑇𝑟): set of non-boundary cells with the corresponding weights at time 𝑞𝑇𝑟 are less

than 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟)

𝑤̄𝑚𝑖𝑛
𝑘,𝑏 (𝑛𝑇𝑟): min{𝑤𝑚𝑖𝑛

𝑘,𝑏 (𝑞𝑇𝑟), 𝑤
𝑚𝑖𝑛
𝑘,𝑏 ((𝑞 + 1)𝑇𝑟), 𝑤

𝑚𝑖𝑛
𝑘,𝑏 (𝑛𝑇𝑟)} is the minimum weight of a

boundary cell over time 𝑞𝑇𝑟 to 𝑛𝑇𝑟 with 𝑛 ≥ 𝑞
AT TIME 𝑡 = 𝑞𝑇𝑟:

1: Construct the expansion graph over 𝑞 time steps
2: Find 𝑤𝑚𝑖𝑛

𝑘,𝑏 (𝑞𝑇𝑟) and 𝑤𝑚𝑖𝑛
𝑘,𝑛𝑏(𝑞𝑇𝑟)

3: if 𝑤𝑚𝑖𝑛
𝑘,𝑛𝑏(𝑞𝑇𝑟) ≥ 𝑤𝑚𝑖𝑛

𝑘,𝑏 (𝑞𝑇𝑟) then
4: end procedure: result → shortest path 𝑠∗𝑘,𝑏(𝑞𝑇𝑟)

5: else {𝑤𝑚𝑖𝑛
𝑘,𝑛𝑏(𝑞𝑇𝑟) < 𝑤𝑚𝑖𝑛

𝑘,𝑏 (𝑞𝑇𝑟)}
6: Find 𝒰 ′

𝑛𝑏(𝑞𝑇𝑟)
7: Expand the graph to time (𝑞 + 1)𝑇𝑟 by connecting edges from vertices cor-

responding to the cells in 𝒰 ′
𝑛𝑏(𝑞𝑇𝑟)

8: Keep 𝑤̄𝑚𝑖𝑛
𝑘,𝑏 (𝑞𝑇𝑟) = 𝑤𝑚𝑖𝑛

𝑘,𝑏 (𝑞𝑇𝑟) in memory
9: end if

AT TIME 𝑡 = 𝑛𝑇𝑟 WITH 𝑞 < 𝑛 < 𝑞0

1: compute 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑛𝑇𝑟) and 𝑤𝑚𝑖𝑛

𝑘,𝑛𝑏(𝑛𝑇𝑟)

2: check → 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑛𝑇𝑟) ≤ 𝑤̄𝑚𝑖𝑛

𝑘,𝑏 ((𝑛− 1)𝑇𝑟)
3: if yes then
4: 𝑤̄𝑚𝑖𝑛

𝑘,𝑏 (𝑛𝑇𝑟) = 𝑤𝑚𝑖𝑛
𝑘,𝑏 (𝑛𝑇𝑟)

5: else {no}
6: 𝑤̄𝑚𝑖𝑛

𝑘,𝑏 (𝑛𝑇𝑟) = 𝑤̄𝑚𝑖𝑛
𝑘,𝑏 ((𝑛− 1)𝑇𝑟)

7: end if
8: check → 𝑤𝑚𝑖𝑛

𝑘,𝑛𝑏(𝑛𝑇𝑟) ≥ 𝑤̄𝑚𝑖𝑛
𝑘,𝑏 (𝑛𝑇𝑟)

9: if yes then
10: end procedure: result→ the shortest path corresponding to 𝑤̄𝑚𝑖𝑛

𝑘,𝑏 (𝑛𝑇𝑟)
11: else {no}
12: Find 𝒰 ′

𝑛𝑏(𝑛𝑇𝑟)
13: Expand the graph to time (𝑛 + 1)𝑇𝑟 by connecting edges from vertices cor-

responding to the cells in 𝒰 ′
𝑛𝑏(𝑛𝑇𝑟)

14: Keep 𝑤̄𝑚𝑖𝑛
𝑘,𝑏 (𝑛𝑇𝑟) in memory

15: end if
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Chapter 9

Decision Fusion with Measurement

Uncertainty under Reactive

Mobility

9.1 Introduction

In Chapters 6 and 7, it was assumed that nodes perform continuous movements

searching for targets when the target existence is unknown or uniformly located (if

stationary as in Chapter 6) in the desired region. Moreover, in Chapters 6 and

7, the measurement uncertainty on the detection performance was not taken into

account. In situations where achieving a continuous coverage is not affordable due

to energy constraints, it might be desirable to keep mobile nodes in a stationary
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configuration until a possible target is detected by the stationary configuration with

certain confidence level, and allow nodes to be mobile only if necessary to detect the

target with higher confidence level.

In this Chapter, we develop decision fusion models to detect randomly located

stationary targets by the hybrid sensor network after detecting at a certain confi-

dence level. Due to energy constraints, we assume that the mobile nodes are kept

stationary until a target is detected with certain confidence level. Note that since

mobile nodes are required to perform on-demand for different functionalities, it is

not possible to locate them in a certain area for a specific task. We assume that, at

each time step, a mobile node can move to a limited number of locations from its

current position, where these candidate locations are determined by physical factors

related to mobile sensors and the environment. After detecting at a lower confidence

level, at each time step, mobile nodes move in a direction chosen based on the pro-

posed mobility management schedule to maximize the detection probability during a

desired delay constraint. At each time step, each node makes a local binary decision

based on its observations and transmits it to a separate fusion center. The fusion

center combines local decisions from all static and mobile nodes to reach at a final

decision at the corresponding time instance. Specifically we develop two decision

fusion models to make the final decision where in the first model, the impact of

the node mobility is taken into account to update the decision at the fusion center,

while in the second model, the impact of node mobility is taken at the node-level

decisions. Since allowing a large number of nodes to be mobile increases the cost,

we characterize analytically, the required minimum fraction of mobile nodes to be

directed to move in order to achieve a desired performance level within a desired

delay constraint. We investigate the performance gain achieved by the hybrid sensor

network when the network parameters are changing and discuss the scenarios where

the node mobility is essentially improves the network performance.
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The organization of the Chapter is as follows: Section 9.2 explains the sensor

network and the observation models, and presents the problem formulation. In

Section 9.3, we develop a decision fusion model in which the fusion center updates

the decisions over time while nodes make binary decisions based on the observations

collected during one time step when the target location is random. Also, mobility

management schedule is proposed to maximize the detection probability at the fusion

center within a desired delay constraint. In this discussion, the effect of the node

mobility is taken into account at the fusion center decision updating. In Section

9.4 a decision fusion model is developed in which the effect of the node mobility

is taken into account at the node-level decisions. In Section 9.5, we develop an

analytical procedure to find the minimum number of mobile nodes that should be

incorporated with static nodes to achieve a desired performance level within a desired

delay constraint. Performance results are given in Section 9.6 and the concluding

remarks are given in Section 9.7.

9.2 Problem Formulation and System Model

We consider a hybrid sensor network made of 𝑁 number of total sensors. We assume

that there is 𝑁𝑠 number of static nodes and a maximum of 𝑁𝑚 number of mobile

nodes initially deployed in a square region with dimensions 𝑏 × 𝑏. Note that when

mobile nodes are not in the mobile configuration, they make measurements at their

stationary configuration. Denote 𝜆𝑚 = 𝑁𝑚

𝑁
and 𝜆𝑠 = 𝑁𝑠

𝑁
to be the fractions of mobile

and static nodes, respectively. Denote (𝑥𝑠𝑘, 𝑦𝑠𝑘) to be the location of the 𝑘-th static

node which is assumed to be fixed after initial deployment. Let 𝒱 be the set of all

node indices in the network and let 𝒱𝑚 and 𝒱𝑠 to be the sets containing mobile and

static node indices, respectively.
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9.2.1 Problem formulation

In this Chapter, we assume that the network is kept stationary until a target is

detected at a certain confidence level. We also assume that the network does not

have any information regarding sensing field at the time of deployment. Information

regarding possible target locations may be available to the network after initial de-

ployment and, the target can be appeared in a particular target location during a

certain period of time. Because of these factors, it is not possible to deploy mobile

sensors to cover possible target locations at the time of deployment, and on the other

hand, mobile nodes may be required to perform on-demand for different purposes.

The key contributions in this Chapter are three-fold.

1. Develop decision fusion architectures for the target detection by hybrid sensor

network when the target location is random. Specifically, we propose two deci-

sion fusion architectures where in the first one, the effect of the node mobility

is taken into account for the decision updating at the fusion center and nodes

make binary decisions based on the observations during one step movement.

In the second model, nodes take the effect of the node mobility into account

for node-level decision updating.

2. Manage node mobility to improve (maximize) the system performance within

a desired delay constraint after a target is initially detected by the stationary

configuration at certain confidence level.

3. The cost of mobile nodes is evaluated in terms of the minimum number of

mobile nodes required to achieve a desired performance level within a desired

delay constraint.
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9.2.2 Node mobility model

We assume limited mobility of mobile nodes where at each time step each mobile node

can only move in one of the pre-determined set of locations (or directions) as shown in

Fig. 9.1 (for example), and the maximum total distance it can move in any direction

is bounded. This mobility model is justifiable in cases where a node can move to

a limited number of locations from its current position due to terrain constraints.

Let the velocity of mobile node 𝑘 at time 𝑡 be u𝑘(𝑡) = (𝑢𝑘(𝑡), 𝜃𝑘(𝑡)) = (𝑢𝑘, 𝜃𝑘(𝑡))

where 𝑢𝑘(𝑡) = 𝑢𝑘 is the speed of the node 𝑘 that is assumed to be constant and

𝜃𝑘(𝑡) is the direction of node 𝑘 at time 𝑡. Denote 𝑙𝑘𝑚𝑎𝑥 is the maximum distance that

the 𝑘-th mobile node can move with the available resources. At each time step 𝑇𝑠,

mobile node 𝑘 moves with an average speed of 𝑢𝑘 in a direction 𝜃𝑘 selected from a

set Θ = {𝜃1, 𝜃2, ⋅ ⋅ ⋅ , 𝜃𝐾}. Selection of 𝜃𝑘 at each time step 𝑇𝑠 is considered in later

sections. Let (𝑥𝑘(𝑡), 𝑦𝑘(𝑡)) denote the location of the 𝑘-th mobile node at time 𝑡.

Under this mobility model, the location (𝑥𝑘(𝑡), 𝑦𝑘(𝑡)) of the 𝑘-th mobile node at time

𝑗𝑇𝑠 ≤ 𝑡 ≤ (𝑗 + 1)𝑇𝑠 is given by

𝑥𝑘(𝑡) = 𝑥𝑘(𝑗𝑇𝑠) + (𝑡− 𝑗𝑇𝑠)𝑢𝑘 cos 𝜃𝑘(𝑗𝑇𝑠)

𝑦𝑘(𝑡) = 𝑦𝑘(𝑗𝑇𝑠) + (𝑡− 𝑗𝑇𝑠)𝑢𝑘 sin 𝜃𝑘(𝑗𝑇𝑠),

for 𝑘 ∈ 𝒱𝑚, and 𝑗 = 0, 1, 2, ⋅ ⋅ ⋅ , where 𝜃𝑘(𝑗𝑇𝑠) ∈ Θ is the selected direction at time

𝑗𝑇𝑠 and (𝑥𝑘(0) and 𝑦𝑘(0)) are 𝑋 and 𝑌 coordinates of the initial location of the 𝑘-th

mobile node.

9.2.3 Observation model

At each time step both mobile and static nodes make observations on the pres-

ence/absent of the target and make a binary decision on whether the target is present
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Figure 9.1: Candidate locations for a mobile node at time 𝑡

or absent. We consider the observation models for mobile and static nodes as given

below at time 0 < 𝑡 ≤ 𝑛𝑇𝑠 under hypotheses 𝐻1 (target present) and 𝐻0 (target

absent):

𝐻1 : 𝑧𝑘(𝑡) = 𝑚𝑘(𝑡) + 𝑣𝑘(𝑡); for 0 < 𝑡 ≤ 𝑛𝑇𝑠,

𝐻0 : 𝑧𝑘(𝑡) = 𝑣𝑘(𝑡); for 0 < 𝑡 ≤ 𝑛𝑇𝑠, (9.1)

for 𝑘 ∈ 𝒱, where {𝑚𝑘(𝑡), 𝑡 ∈ (0, 𝑛𝑇𝑠]} is the signal strength received from the target

at time 𝑡, {𝑣𝑘(𝑡), 𝑡 ∈ [0, 𝑛𝑇𝑠]} is the measurement noise process at the 𝑘-th node

which is assumed to be white Gaussian with mean zero and the auto-covariance

function 𝐶𝑛(𝑡1, 𝑡2) = 𝜎2𝑣𝛿(𝑡1− 𝑡2), 𝑡1, 𝑡2 ∈ [0, 𝑛𝑇𝑠] where 𝛿(.) denotes the Dirac delta
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function.

The received sensing signal 𝑚𝑘(𝑡) represents the attenuated (over distance) signal

emitted by the target. Depending on the sensing modalities, (such as acoustic,

seismic, IR, etc..), different models for received signal strength can be used. For this

discussion, we assume the following model for the signal 𝑚𝑘(𝑡), which assumes that

the signal emitted by the target decays as the distance from the target to the sensing

node increases [71, 97]:

𝑚𝑘(𝑡) =
𝐴0

𝑟
𝛼′/2
𝑘 (𝑡)

, for 0 ≤ 𝑡 ≤ 𝑛𝑇𝑠, 𝑘 ∈ 𝒱𝑚 (9.2)

where 𝐴0 is the signal strength emitted by the target,

𝑟𝑘(𝑡) =
√

(𝑥𝑘(𝑡)− 𝑥0)2 + (𝑦𝑘(𝑡)− 𝑦0)2 is the distance between the 𝑘-th mobile node

and the target at time 𝑡 for 0 ≤ 𝑡 ≤ 𝑛𝑇𝑠, (𝑥0, 𝑦0) is the location of the stationary

target and 𝛼′ is the path loss index that is assumed to be 2 throughout. Note that,

for static nodes (9.2) reduces to

𝑚𝑘(𝑡) =
𝐴0

𝑟
𝛼′/2
𝑘

, 𝑘 ∈ 𝒱𝑠, (9.3)

where 𝑟𝑘 =
√

(𝑥𝑠𝑘 − 𝑥0)2 + (𝑦𝑠𝑘 − 𝑦0)2. However, the results presented in this Chap-

ter can be generalized to other sensing modalities as well.
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Figure 9.2: Decision fusion architecture for the hybrid sensor network with fusion
center updating decisions over time

9.3 Detection Performance with Decision Fusion

Architecture 1: Fusion Center Updating De-

cisions Over Time

In this section we consider the performance dynamics of hybrid sensor network when

the exact target location is unknown. At the stationary configuration, we assume that

the network monitors the Field of Interest (FoI) continuously, and mobile nodes are

directed to move when a possible target is detected with relatively lower confidence

level by the stationary configuration. The target location coordinates, 𝑥0 and 𝑦0 are

assumed to be random variables with known statistics.
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After initially detected by a lower confidence level, we assume that mobile and

static nodes make binary decisions at each time instant 𝑛𝑇𝑠 for 𝑛 = 1, 2, ⋅ ⋅ ⋅ based

on the observations collected during the current time interval. Formally, the 𝑘-th

node performs the following hypothesis testing problem at time 𝑡 = 𝑛𝑇𝑠:

𝐻1 : 𝑧𝑘(𝑡) = 𝑚𝑘(𝑡) + 𝑣𝑘(𝑡); for (𝑛− 1)𝑇𝑠 < 𝑡 ≤ 𝑛𝑇𝑠,

𝐻0 : 𝑧𝑘(𝑡) = 𝑣𝑘(𝑡); for (𝑛− 1)𝑇𝑠 < 𝑡 ≤ 𝑛𝑇𝑠, (9.4)

Each node transmits its local decision to the fusion center over a noisy communication

channel. The fusion center combines these local decisions from mobile and static

nodes and the previous information at the fusion center to make a final decision. The

corresponding decision fusion architecture is shown in Fig. 9.2 where the symbols

used in Fig. 9.2 are defined in subsections 9.3.1 and 9.3.3. As shown in Fig. 9.2, at

each time instant 𝑛𝑇𝑠, each node performs a local detection based on the observations

collected at the current time interval (𝑛 − 1)𝑇𝑠 ≤ 𝑡 < 𝑛𝑇𝑠. The corresponding local

decisions are transmitted to the fusion center over a noisy communication channel

at each time step 𝑡 = 𝑛𝑇𝑠. The fusion center updates the final decision based on the

noisy corrupted decisions received from both static and mobile nodes at time 𝑛𝑇𝑠,

and the previous information at the fusion center at time (𝑛− 1)𝑇𝑠 to reach a final

decision. In this architecture, the impact of the mobility of mobile nodes is taken

into account at the fusion center while the mobile nodes make a local decision based

on observations collected at one-step movement.

9.3.1 Detection performance at 𝑘-th mobile node

Denote 𝑧𝑘(𝑡;𝑛−1, 𝑛) = (𝑧𝑘(𝑡))
𝑛𝑇𝑠
𝑡=(𝑛−1)𝑇𝑠 . Note that according to the signal model (9.2)

assumed in the Chapter, the signal strength received by a sensor node is decreasing

as the distance between the node location and the target location is increasing. If
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a simple constant threshold testing is performed on the received signal strength [97]

(or on energy [122]) at a sensor node to determine the target is present/absent, it

can be seen that more false alarms will occur at the nodes located relatively far

away from the target location if the threshold is chosen too small, or miss proba-

bility will be higher at sensors located closer to the target location, if the threshold

is too large. [97] has provided an approach of selecting an optimal threshold such

that the performance at the fusion center is maximized for a static sensor network.

However, in this Chapter since mobile nodes are directed to move when required,

maintaining a constant threshold test on signal strength (or energy) to determine

the presence/absence of a target would not essentially reflect the performance gain

achieved by node mobility. Thus it is required to have a dynamically varying thresh-

old at sensor nodes to exploit the impact of node mobility in an effective way. Thus,

in this Chapter we consider that 𝑘-th mobile node to perform likelihood ratio testing

on its observations. Explicitly we assume that each node performs 𝛼-level Neyman-

Pearson (N-P) optimum test to detect the presence/absence of the target at each

time 𝑛𝑇𝑠, since the ultimate goal in this Chapter is to manage node mobility to

result optimal detection probability.

According to the detection problem at the 𝑘-th mobile node as given by (9.4),

the log likelihood ratio based on the observations collected during time interval ((𝑛−
1)𝑇𝑠, 𝑛𝑇𝑠], 𝐿𝑘(𝑧𝑘(𝑡;𝑛− 1, 𝑛)), conditioned on the target location (𝑥0, 𝑦0), at the 𝑘-th

mobile node can be shown to be [105],

𝐿𝑘 (𝑧𝑘(𝑡;𝑛− 1, 𝑛)∣(𝑥0, 𝑦0))
= log

𝑑𝑃1

𝑑𝑃0
(𝑧𝑘(𝑡;𝑛− 1, 𝑛))

=
1

𝜎2𝑣

∫ 𝑛𝑇𝑠

(𝑛−1)𝑇𝑠
𝑚𝑘(𝑡; 𝑥0, 𝑦0)𝑧𝑘(𝑡)𝑑𝑡− 1

2𝜎2𝑣

∫ 𝑛𝑇𝑠

(𝑛−1)𝑇𝑠
𝑚2

𝑘(𝑡; 𝑥0, 𝑦0)𝑑𝑡,

=
𝑧𝑘(𝑛− 1, 𝑛)

𝜎2𝑣
− 𝐸𝑚

𝑘 (𝑛− 1, 𝑛)

2𝜎2𝑣
, (9.5)
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for 𝑘 ∈ 𝒱𝑚 where 𝑧𝑘(𝑙, 𝑛) =
∫ 𝑛𝑇𝑠
𝑙𝑇𝑠

𝑚𝑘(𝑡; 𝑥0, 𝑦0)𝑧𝑘(𝑡)𝑑𝑡 and

𝐸𝑚
𝑘 (𝑙, 𝑛) =

∫ 𝑛𝑇𝑠
𝑙𝑇𝑠

𝑚2
𝑘(𝑡; 𝑥0, 𝑦0)𝑑𝑡 for 𝑛 = 1, 2, ⋅ ⋅ ⋅ and

𝑚𝑘(𝑡; 𝑥0, 𝑦0) = 𝐴0√
(𝑥𝑘(𝑡)−𝑥0)2+(𝑦𝑘(𝑡)−𝑦0)2

as defined in (9.2). Computation of 𝐸𝑚
𝑘 (𝑙, 𝑛)

for a given target location is given in subsection 9.4.1. Then the log likelihood ratio

𝐿𝑘(𝑧𝑘(𝑡;𝑛− 1, 𝑛)) is given by,

𝐿𝑘(𝑧𝑘(𝑡;𝑛− 1, 𝑛)) = 𝔼𝑥0,𝑦0

{
𝑧𝑘(𝑛− 1, 𝑛)

𝜎2𝑣
− 𝐸𝑚

𝑘 (𝑛− 1, 𝑛)

2𝜎2𝑣

}

=
1

𝜎2𝑣

∫ 𝑛𝑇𝑠

(𝑛−1)𝑇𝑠
𝑧𝑘(𝑡)𝑚𝑘(𝑡)𝑑𝑡− 1

2𝜎2𝑣
𝐸̄𝑚

𝑘 (𝑛− 1, 𝑛), (9.6)

where 𝑚𝑘(𝑡) = 𝔼𝑥0,𝑦0{𝑚𝑘(𝑡; 𝑥0, 𝑦0)} and 𝐸̄𝑚
𝑘 (𝑛−1, 𝑛) = 𝔼𝑥0,𝑦0 {𝐸𝑚

𝑘 (𝑛− 1, 𝑛)}. Com-

putation of 𝑚𝑘(𝑡) is associated with the specific probabilistic model for the target

location distribution. For the evaluation used in this Chapter, the closed-form ex-

pression for 𝑚𝑘(𝑡) with assumed target location distribution model is given in Section

9.6. Assuming no point masses in the pdf of 𝐿𝑘(𝑧𝑘(𝑡;𝑛− 1, 𝑛)), the optimal decision

rule at the 𝑘-th mobile node at time 𝑡 = 𝑛𝑇𝑠 for the hypothesis problem (9.4) is

given by (according to the N-P-criteria [105])

𝛿𝑚𝑘 (𝑛𝑇𝑠) =

⎧⎨
⎩

1 ≥
if 𝐿𝑘(𝑧𝑘(𝑡;𝑛− 1, 𝑛)) 𝜂𝑚

𝑘 (𝑛)

0 <

, (9.7)

where 𝜂𝑚
𝑘 (𝑛) ≥ 0 is uniquely determined such that, the false alarm probability at the

𝑘-th node at time 𝑛𝑇𝑠, 𝑃𝑚
𝑓𝑘

(𝑛𝑇𝑠) = 𝛼 for 𝑘 ∈ 𝒱𝑚. Note that we assume that each

node performs same 𝛼-level N-P test at each time 𝑛𝑇𝑠. The decision rule (9.7) can

be further simplified to,

𝛿𝑚𝑘 (𝑛𝑇𝑠) =

⎧⎨
⎩

1 ≥
if 𝑧𝑘(𝑛− 1, 𝑛) 𝜏𝑚

𝑘 (𝑛)

0 <

, (9.8)
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Figure 9.3: Detector structure at the 𝑘-th mobile node for the decision making based
on the observations during time interval ((𝑛− 1)𝑇𝑠, 𝑛𝑇𝑠]

where 𝑧𝑘(𝑛 − 1, 𝑛) =
∫ 𝑛𝑇𝑠
(𝑛−1)𝑇𝑠 𝑧𝑘(𝑡)𝑚𝑘(𝑡)𝑑𝑡 is the new decision statistic and 𝜏𝑚

𝑘 (𝑛) =

𝜎2𝑣𝜂
𝑚
𝑘 (𝑛) + 1

2
𝐸̄𝑚

𝑘 (𝑛− 1, 𝑛) is the new threshold, at the 𝑘-th mobile node for 𝑘 ∈ 𝒱𝑚.

Result 1. For 𝛼-level N-P test, the threshold 𝜏𝑚
𝑘 (𝑛) and the detection probability at

the 𝑘-th mobile node at time 𝑛𝑇𝑠 are given by,

𝜏𝑚
𝑘 (𝑛) = 𝜎𝑣𝑄

−1(𝛼)
√

𝐸𝑚̄
𝑘 (𝑛− 1, 𝑛) (9.9)

and

𝑃𝑚
𝑑𝑘
(𝑛𝑇𝑠) = 𝔼𝑥0,𝑦0

{
𝑄

(
𝑄−1(𝛼) − 𝐸̃𝑘(𝑥0, 𝑦0;𝑛− 1, 𝑛)

𝜎𝑣

√
𝐸𝑚̄

𝑘 (𝑛− 1, 𝑛)

)}
(9.10)

respectively, where 𝐸̃𝑘(𝑥0, 𝑦0;𝑛 − 1, 𝑛) =
∫ 𝑛𝑇𝑠
(𝑛−1)𝑇𝑠 𝑚𝑘(𝑡; 𝑥0, 𝑦0)𝑚𝑘(𝑡)𝑑𝑡 and 𝐸𝑚̄

𝑘 (𝑛 −

1, 𝑛) =
∫ 𝑛𝑇𝑠
(𝑛−1)𝑇𝑠 𝑚

2
𝑘(𝑡)𝑑𝑡.

Note that to evaluate 𝑃𝑚
𝑑𝑘

(𝑛𝑇𝑠) as in (9.10) at 𝑘-th mobile node, in general a

2-fold integration is required. The block diagram of the detector at the 𝑘-th mobile

node is shown in Fig. 9.3.
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9.3.2 Detection performance at 𝑘-th static node

Result 2. For static nodes, the optimal threshold and the detection probability for

the 𝛼-level N-P test are given by,

𝜏 𝑠
𝑘(𝑛) = 𝜏 𝑠

𝑘 = 𝜎𝑣𝑄
−1(𝛼)𝑚̄𝑘

√
𝑇𝑠 (9.11)

and

𝑃 𝑠
𝑑𝑘
(𝑛𝑇𝑠) = 𝔼𝑥0,𝑦0

{
𝑄

(
𝑄−1(𝛼) − 𝑚𝑘(𝑥0, 𝑦0)

√
𝑇𝑠

𝜎𝑣

)}
. (9.12)

Note that the detection threshold 𝜏 𝑠
𝑘 for a static node is a constant over the time.

9.3.3 Performance evaluation at fusion center with noisy

communication

To evaluate the performance of the hybrid sensor network, let us assume that the

nodes send their local decisions to the fusion center over binary symmetric channels

(BSC) which can be used to model noisy channels [48, 97]. Denote 𝑤𝑘(𝑛𝑇𝑠) to be

the received signal at the fusion center from the 𝑘-th node at time 𝑡 = 𝑛𝑇𝑠. We

assume that the 𝑘-th node transmits its local decision over a BSC with a cross-over

probability 𝑝𝑘, and that the channels of 𝑁 nodes are independent of each other.

The received signals at the fusion center under the two hypotheses at time 𝑛𝑇𝑠 for
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𝑛 = 1, 2, ⋅ ⋅ ⋅ are given by

𝑤𝑘(𝑛𝑇𝑠) =

⎧⎨
⎩ 1 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏 𝜇𝑚

𝑑𝑘
(𝑛𝑇𝑠)

0 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏 1− 𝜇𝑚
𝑑𝑘

(𝑛𝑇𝑠) for 𝑘 ∈ 𝒱𝑚

=

⎧⎨
⎩ 1 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏 𝜇𝑠

𝑑𝑘
(𝑛𝑇𝑠)

0 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏 1− 𝜇𝑠
𝑑𝑘

(𝑛𝑇𝑠) for 𝑘 ∈ 𝒱𝑠

(9.13)

under 𝐻1 and

𝑤𝑘(𝑛𝑇𝑠) =

⎧⎨
⎩ 1 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏 𝜇𝑚

𝑓𝑘
(𝑛𝑇𝑠)

0 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏 1− 𝜇𝑚
𝑓𝑘

(𝑛𝑇𝑠) for 𝑘 ∈ 𝒱𝑚

=

⎧⎨
⎩ 1 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏 𝜇𝑠

𝑓𝑘
(𝑛𝑇𝑠)

0 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏 1− 𝜇𝑠
𝑓𝑘

(𝑛𝑇𝑠) for 𝑘 ∈ 𝒱𝑠

(9.14)

under 𝐻0 where 𝜇𝑚
𝑑𝑘

(𝑛𝑇𝑠) = 𝑃𝑚
𝑑𝑘

(𝑛𝑇𝑠)(1−𝑝𝑘)+(1−𝑃𝑚
𝑑𝑘

(𝑛𝑇𝑠))𝑝𝑘, 𝜇
𝑠
𝑑𝑘

(𝑛𝑇𝑠) = 𝑃 𝑠
𝑑𝑘

(𝑛𝑇𝑠)(1−
𝑝𝑘) + (1−𝑃 𝑠

𝑑𝑘
(𝑛𝑇𝑠))𝑝𝑘, 𝜇

𝑚
𝑓𝑘

(𝑛𝑇𝑠) = 𝛼(1− 𝑝𝑘) + (1−𝛼)𝑝𝑘 and 𝜇𝑠
𝑓𝑘

(𝑛𝑇𝑠) = 𝛼(1− 𝑝𝑘) +

(1− 𝛼)𝑝𝑘.

The fusion center makes a final decision at time 𝑡 = 𝑛𝑇𝑠 using the majority rule

based on the received signals from all nodes at time 𝑛𝑇𝑠 and the previous available

at the fusion center at time (𝑛 − 1)𝑇𝑠. Denote the decision statistic at the fusion

center to be Λ(𝑛𝑇𝑠), where

Λ(𝑛𝑇𝑠) =
1

𝑛

(
Λ̃((𝑛− 1)𝑇𝑠) +

∑
𝑘∈𝒱𝑚

𝑤𝑘(𝑛𝑇𝑠) +
∑
𝑘∈𝒱𝑠

𝑤𝑘(𝑛𝑇𝑠)

)
,

where Λ̃((𝑛− 1)𝑇𝑠) =
∑𝑛−1

𝑗=1

∑
𝑘∈𝒱𝑚

𝑤𝑘(𝑗𝑇𝑠) +
∑𝑛−1

𝑗=1

∑
𝑘∈𝒱𝑠

𝑤𝑘(𝑗𝑇𝑠) which can be updated

recursively over time. The final decision at the fusion center is then given by,

𝛿𝐹 (𝑛𝑇𝑠) =

⎧⎨
⎩

1 ≥
if Λ(𝑛𝑇𝑠) 𝜌

0 <

, (9.15)
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where 𝜌 is the threshold of the majority decision rule at the fusion. Note that, for

general non-identical BSCs, Λ(𝑛𝑇𝑠) is a sum of independent but non-identical binary

random variables. Using the Lindberg-Feller Central Limit Theorem (LF-CLT) for

independent random variables (under certain regularity conditions as shown in Ap-

pendix 9A) [38], it can be shown that Λ(𝑛𝑇𝑠) is distributed under two hypotheses

as,

Under 𝐻1 : Λ(𝑛𝑇𝑠) ∼ 𝒩 (𝜇Λ1, 𝜎
2
Λ1

)

and

Under 𝐻0 : Λ(𝑛𝑇𝑠) ∼ 𝒩 (𝜇Λ0, 𝜎
2
Λ0

)
.

where 𝜇Λ1(𝑛𝑇𝑠) = 1
𝑛

∑𝑛
𝑗=1

∑
𝑘∈𝒱𝑚

𝜇𝑚
𝑑𝑘

(𝑗𝑇𝑠) + 1
𝑛

∑𝑛
𝑗=1

∑
𝑘∈𝒱𝑠

𝜇𝑠
𝑑𝑘

(𝑗𝑇𝑠),

𝜎2Λ1
(𝑛𝑇𝑠) = 1

𝑛2

∑𝑛
𝑗=1

∑
𝑘∈𝒱𝑚

𝜇𝑚
𝑑𝑘

(𝑗𝑇𝑠)(1−𝜇𝑚
𝑑𝑘

(𝑗𝑇𝑠))+
1
𝑛2

∑𝑛
𝑗=1

∑
𝑘∈𝒱𝑠

𝜇𝑠
𝑑𝑘

(𝑗𝑇𝑠)(1−𝜇𝑠
𝑑𝑘

(𝑗𝑇𝑠)),

𝜇Λ0(𝑛𝑇𝑠) = 1
𝑛

∑𝑛
𝑗=1

∑
𝑘∈𝒱𝑚

𝜇𝑚
𝑓𝑘

(𝑗𝑇𝑠) + 1
𝑛

∑𝑛
𝑗=1

∑
𝑘∈𝒱𝑠

𝜇𝑠
𝑓𝑘

(𝑗𝑇𝑠) and

𝜎2Λ0
(𝑛𝑇𝑠) = 1

𝑛2

∑𝑛
𝑗=1

∑
𝑘∈𝒱𝑚

𝜇𝑚
𝑓𝑘

(𝑗𝑇𝑠)(1−𝜇𝑚
𝑓𝑘

(𝑗𝑇𝑠))+
1
𝑛2

∑𝑛
𝑗=1

∑
𝑘∈𝒱𝑠

𝜇𝑠
𝑓𝑘

(𝑗𝑇𝑠)(1−𝜇𝑠
𝑓𝑘

(𝑗𝑇𝑠)).

Then the detection probability at the fusion center can be shown to be

𝑃𝐷(𝑛𝑇𝑠) = 𝑃𝑟(Λ(𝑛𝑇𝑠) ≥ 𝜌∣𝐻1) = 𝑄

(
𝜌− 𝜇Λ1(𝑛𝑇𝑠)

𝜎Λ1(𝑛𝑇𝑠)

)
. (9.16)

9.3.4 Mobility management for mobile nodes

In this section, we find the best movement schedule for each mobile node in order

to maximize the detection probability at the fusion center within a desired delay

constraint. We assume that each mobile node moves with the same speed such that

𝑢𝑘 = 𝑢 for 𝑘 ∈ 𝒱𝑚. Note that, each mobile node can move a distance of 𝑣𝑇𝑠 during

each time period of 𝑇𝑠 in a direction selected from the set Θ = {𝜃1, 𝜃2, ⋅ ⋅ ⋅ , 𝜃𝐾}.

188



Chapter 9. Decision Fusion with Measurement Uncertainty under Reactive Mobility

Let 𝒞𝑘(𝑛𝑇𝑠) be the candidate locations of mobile node 𝑘 at time 𝑛𝑇𝑠. Note that, if

there are no terrain constraints such that nodes can move heading to the possible

target locations on straight line, a certain number of steps can be made along a

straight line as time goes, and there is only one direction. The following discussion

is applicable, if mobile nodes are not in a position to direct towards the possible

target locations on a straight line from their original locations due environmental and

terrain constraints. Denote 𝑇𝐷 to be the desired delay constraint. The requirement

is to maximize the detection probability at the fusion center, 𝑃𝐷(𝑛𝐷𝑇𝑠), where 𝑛𝐷 =

⌊𝑇𝐷
𝑇𝑠
⌋, with optimal movement plan for each mobile node. Equivalently, we need

to find the optimal direction that 𝑘-th mobile node should move at time 𝑗𝑇𝑠, for

𝑘 ∈ 𝒱𝑚 and 𝑗 = 0, 1, 2 ⋅ ⋅ ⋅ , 𝑛𝐷, to obtain the maximum (over all possible movements)

detection probability at time 𝑛𝐷𝑇𝑠. Denote Θ̂𝑘 = {𝜃𝑘(𝑇𝑠), 𝜃𝑘(2𝑇𝑠), ⋅ ⋅ ⋅ , 𝜃𝑘(𝑛𝐷𝑇𝑠)} be

the optimal set of movement directions at each time step for node 𝑘. Now the

problem can be formulated as,

Find the set {Θ̂1, Θ̂2, ⋅ ⋅ ⋅ , Θ̂𝑁𝑚}
such that

𝑃𝐷(𝑛𝐷𝑇𝑠) is maximized (9.17)

If the fusion center were to compute the movement plan beforehand for each

mobile node, in general, the optimization has to search over as many as 𝑁𝑚×∣Θ∣×𝑛𝐷

variables leading to a search space of size 2𝑁𝑚∣Θ∣𝑛𝐷 where ∣Θ∣ is the cardinality of

the set Θ. Although this brute-force approach will result in the optimal solution,

it is computationally expensive. Thus, in the following we propose a near-optimal

approach for each mobile node to select its best movement direction at each time

step based on its own performance measure: i.e. each node moves in a direction at

each time step which would lead to maximum individual performance at time 𝑛𝐷𝑇𝑠.

Note that the detection probability at the fusion center at time 𝑛𝑇𝑠 is given by
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(9.16). The required optimization problem is to find optimal movement plan for

each mobile node 𝑘 for each 𝑗 = 0, 1, 2, ⋅ ⋅ ⋅ , 𝑛𝐷 such that 𝑃𝐷(𝑛𝐷𝑇𝑠) is maximized.

Maximizing 𝑃𝐷(𝑛𝑇𝑠) in (9.16) is equivalent to minimizing the argument in the 𝑄-

function. Denote 𝑓(𝝁𝑑) be the argument of the 𝑄-function in (9.16) where,

𝑓(𝝁𝑑(𝑛𝑇𝑠)) =
𝜌− 1

𝑛
𝝁𝑇

𝑑 (𝑛𝑇𝑠)e√
1
𝑛2𝝁

𝑇
𝑑 (𝑛𝑇𝑠)e− 1

𝑛2𝝁
𝑇
𝑑 (𝑛𝑇𝑠)𝝁𝑑(𝑛𝑇𝑠)

(9.18)

where e is the 𝑁𝑛-length vector containing all ones,

𝝁𝑑(𝑛𝑇𝑠) = [𝜇𝑚
𝑑1

(𝑗𝑇𝑠), ⋅ ⋅ ⋅ , 𝜇𝑚
𝑑𝑁𝑚

(𝑗𝑇𝑠), 𝜇
𝑠
𝑑1

(𝑗𝑇𝑠), ⋅ ⋅ ⋅ , 𝜇𝑠
𝑑𝑁𝑠

(𝑗𝑇𝑠), 𝑗 = 1 ⋅ ⋅ ⋅ , 𝑛]𝑇 is the

𝑁𝑛-length vector containing all the elements in the sum 𝜇Λ1(𝑛𝑇𝑠) so that 𝜇Λ1(𝑛𝑇𝑠) =

1
𝑛
𝝁𝑇

𝑑 (𝑛𝑇𝑠)e. Then as given by [122], since 𝜇𝑚
𝑑𝑘

(𝑗𝑇𝑠), 𝜇
𝑠
𝑑𝑙
(𝑗𝑇𝑠) ∈ (0, 1) for 𝑘 ∈ 𝒱𝑚, 𝑙 ∈ 𝒱𝑠

and 𝑗 = 1 ⋅ ⋅ ⋅ , 𝑛, using the first order Taylor series expansion around central point,

𝑓(𝝁𝑑(𝑛𝑇𝑠)) can be approximated as,

𝑓(𝝁𝑑(𝑛𝑇𝑠)) ≈ − 2√
𝑁𝑛

𝜇Λ1(𝑛𝑇𝑠) +
2𝜌
√
𝑛√

𝑁
+ 𝐻 (9.19)

where 𝐻 denotes the second and higher order terms in the Taylor series expansion.

It is seen from (9.19) that if 𝐻 and the sum

𝜇Λ1(𝑛𝐷𝑇𝑠) =

[
1
𝑛

∑𝑛𝐷
𝑗=1

( ∑
𝑘∈𝑉𝑚

𝜇𝑚
𝑑𝑘

(𝑗𝑇𝑠) +
∑
𝑘∈𝑉𝑠

𝜇𝑠
𝑑𝑘

(𝑗𝑇𝑠)

)]
were to be independent of

each other, then 𝑓(𝝁𝑑(𝑛𝑇𝑠)) will be monotonically decreasing with increasing 𝜇Λ(𝑛𝑇𝑠).

It was shown in [122] that, with high probability, 𝑓(𝝁𝑑(𝑛𝑇𝑠)) is indeed decreasing

when the sum 𝜇Λ1(𝑛𝑇𝑠) is increasing. Thus, with high probability, maximizing the

detection probability at the fusion center at time 𝑛𝑇𝑠 is equivalent to maximizing the

sum 𝜇Λ1(𝑛𝑇𝑠). Since each mobile and static node perform their detection problems

independent of each other, maximizing
∑𝑛𝐷

𝑗=1 𝜇
𝑚
𝑑𝑘

(𝑗𝑇𝑠) over all possible movement

plans for 𝑘 ∈ 𝒱𝑚 will maximize the sum 𝜇Λ1(𝑛𝑇𝑠) at time 𝑛𝑇𝑠.
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Note that
∑𝑛𝐷

𝑗=1 𝜇
𝑚
𝑑𝑘

(𝑗𝑇𝑠) for the 𝑘-th mobile node is given by

𝑛𝐷∑
𝑗=1

𝜇𝑚
𝑑𝑘

(𝑗𝑇𝑠) =

𝑛𝐷∑
𝑗=1

(𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠)(1− 𝑝𝑘) + (1− 𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠))𝑝𝑘)

= 𝑝𝑘 + (1− 2𝑝𝑘)

𝑛𝐷∑
𝑗=1

𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠). (9.20)

Hence maximizing
∑𝑛𝐷

𝑗=1 𝜇
𝑚
𝑑𝑘

(𝑗𝑇𝑠) at 𝑘-th mobile node is equivalent to maximizing∑𝑛𝐷
𝑗=1 𝑃

𝑚
𝑑𝑘

(𝑗𝑇𝑠) where 𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠) is given by (9.10).

Now the optimization problem is equivalent to finding the optimal set Θ̂𝑘 ≡
{𝜃𝑘(𝑇𝑠), 𝜃𝑘(2𝑇𝑠), ⋅ ⋅ ⋅ , 𝜃𝑘(𝑛𝐷𝑇𝑠)} which maximizes the sum of detection probabilities

up to time 𝑛𝐷𝑇𝑠 at the 𝑘-th mobile node as given in (9.10). Denote 𝑃𝑚
𝑑𝑘

(0, 𝑛𝐷) =∑𝑛𝐷
𝑗=1 𝑃

𝑚
𝑑𝑘

(𝑗𝑇𝑠) to be the sum of detection probabilities at 𝑘-th mobile node up to

time 𝑛𝐷𝑇𝑠 where 𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠) as given by (9.10) is the detection probability related to

the decision made by 𝑘-th mobile node based on observations during time interval

((𝑗 − 1)𝑇𝑠, 𝑗𝑇𝑠). In the following, we convert the required problem into an time

expansion graph, such that the required problem becomes a shortest path problem

and the optimal solution for the optimization problem can be obtained, for example

via Dijkstra shortest path algorithm.

Let Θ(𝑗𝑇𝑠) = {𝜃1(𝑗𝑇𝑠), 𝜃
2(𝑗𝑇𝑠), ⋅ ⋅ ⋅ , 𝜃𝐾(𝑗𝑇𝑠)} be the state space at time (stage)

𝑗𝑇𝑠 for the 𝑘-th mobile node which represents the set of directions that the 𝑘-th

mobile node can move at time 𝑗𝑇𝑠. We assume that each mobile node has the same

candidate set of directions that it can move at a given time step (However this

assumption can be generalized to have different candidate sets for different mobile

nodes).

For clarity, let us write the sum of detection probabilities 𝑃𝑚
𝑑𝑘

(0, 𝑛𝐷) as,

𝑃𝑚
𝑑𝑘

(0, 𝑛𝐷) =

𝑛𝐷∑
𝑗=1

𝑃𝑚
𝑑𝑘

((𝑗 − 1), 𝑗), (9.21)
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Figure 9.4: Shortest path representation for finding maximum detection probability
at time 𝑛𝐷𝑇𝑠 at 𝑘-th mobile node

where 𝑃𝑚
𝑑𝑘

((𝑗 − 1), 𝑗) is the average detection probability corresponding to the de-

cision made based on the observations during the interval ((𝑗 − 1)𝑇𝑠, 𝑗𝑇𝑠) which is

given by (9.10). Now we construct a trellis as shown in Fig. 9.4 where the states

of the trellis at time (stage) 𝑗𝑇𝑠 represents the directions (states) from the finite set

Θ(𝑗𝑇𝑠). In Fig. 9.4, the trellis diagram is preceded by 𝑠0 and followed by 𝑠𝑡 which

are two dummy nodes. Denote 𝑃𝑚
𝑑𝑘

(𝜃𝑝(𝑗 − 1), 𝜃𝑞𝑗) represents the detection proba-

bility for the decision based on observations collected during transition from state

𝜃𝑝(𝑗 − 1) ∈ Θ((𝑗 − 1)𝑇𝑠) to 𝜃𝑞(𝑗) ∈ Θ(𝑗𝑇𝑠). This represents the detection proba-

bility for the decision based on the observations collected during the time interval

(𝑗𝑇𝑠, (𝑗 +1)𝑇𝑠) when the 𝑘-th mobile node selects the direction 𝜃𝑞(𝑗) at time instant

𝑗𝑇𝑠 given that the direction selected at time (𝑗 − 1)𝑇𝑠 is 𝜃𝑝(𝑗 − 1). Now, branch

from 𝑠0 to 𝜃𝑝(0) ∈ Θ(0) is assigned the metric −𝑃𝑚
𝑑𝑘

(0, 𝜃𝑝(0)) where 𝑃𝑚
𝑑𝑘

(0, 𝜃𝑝(0))

represents the average detection probability for the decision based on observations

collected by the 𝑘-th mobile node if it selects the direction 𝜃𝑝(0) from its original

location. Branch from state 𝜃𝑝(𝑗 − 1) ∈ Θ((𝑗 − 1)𝑇𝑠) to 𝜃𝑞(𝑗) ∈ Θ(𝑗𝑇𝑠) is assigned
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the metric −𝑃𝑚
𝑑𝑘

(𝜃𝑝(𝑗 − 1), 𝜃𝑞𝑗) for 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑛𝐷 − 1. Then finding maximum

value of the sum 𝑃𝑚
𝑑𝑘

(0, 𝑛𝐷) =
∑𝑛𝐷

𝑗=1 𝑃
𝑚
𝑑𝑘

((𝑗 − 1), 𝑗) from time 0 to time 𝑛𝐷𝑇𝑠 over

all possible directions is equivalent to finding the shortest path between the node 𝑠0

to 𝑠𝑡 as in the graph shown in Fig. 9.4, and the optimal Θ̂𝑘 is the set of states in

the shortest path, which can be computed, for example, using Dijkstra shortest path

algorithm.

Note that in this algorithm, which yields a near optimal solution for the original

optimization problem in (9.17), the movement plan for each mobile node needs to

be computed beforehand at time 𝑡 = 0 which also requires the knowledge of the

candidate set of locations at each time. In the following we propose a sequential

approach where the 𝑘-th mobile node determines its movement direction at time 𝑗𝑇𝑠

based on only its current information and expected information at time (𝑗 + 1)𝑇𝑠.

We consider the following approach where mobile nodes select best direction to

move at time 𝑗𝑇𝑠 sequentially. The idea is to select the best location for the 𝑘-

th mobile node at time step 𝑗𝑇𝑠 such that the observations collected during time

interval [𝑗𝑇𝑠, (𝑗 + 1)𝑇𝑠] would lead to best detection performance over all possible

directions. According to the signal model (9.2), when a mobile node is getting closer

to the target, the SNR at the node is increased, subsequently increasing the detection

probability at the 𝑘-th mobile node. Hence, the direction at time 𝑡 = 𝑗𝑇𝑠 is chosen

as in the following:

𝜃𝑘(𝑗𝑇𝑠) = argmax
𝜃𝑖∈Θ

{𝑃𝑚
𝑑𝑘

((𝑗 + 1)𝑇𝑠, 𝜃𝑖)},
for 𝑗 = 0, 1, 2, ⋅ ⋅ ⋅ , 𝑛𝐷,

(9.22)

where 𝑃𝑚
𝑑𝑘

((𝑗 + 1)𝑇𝑠, 𝜃𝑖) is the average detection probability at the 𝑘-th mobile node

at time step (𝑗 + 1)𝑇𝑠 if the direction 𝜃𝑖 ∈ Θ is selected at time 𝑗𝑇𝑠, 𝑛𝐷 is the step

index at which 𝑃𝐷(𝑛𝐷𝑇𝑠) ≥ 𝜉𝐷 for the first time. The average detection probability
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at 𝑘-th mobile node at time 𝑗𝑇𝑠 is as given by (9.10). From the simulation results,

we see that, when the candidate set of directions that any mobile node can move

at a given time is the same, and a node moves at the same speed in all directions,

the performance of this scheme coincides with the near-optimal scheme which is

computed based on shortest path algorithm.

9.4 Detection Performance with Decision Fusion

Architecture 2: Nodes Updating Decisions

Over Time

In this section, develop an alternate formulation for decision fusion in the hybrid

sensor network when the nodes are updating decisions over time, where the impact

of the node mobility is taken into account at the node level decisions. After a target is

detected with a lower confidence level, mobile and static nodes perform the following

hypothesis testing problem, at time 𝑡 = 𝑛𝑇𝑠, based on the observations collected

until time 𝑛𝑇𝑠:

𝐻1 : 𝑧𝑘(𝑡) = 𝑚𝑘(𝑡) + 𝑣𝑘(𝑡); 0 ≤ 𝑡 ≤ 𝑛𝑇𝑠,

𝐻0 : 𝑧𝑘(𝑡) = 𝑣𝑘(𝑡); 0 ≤ 𝑡 ≤ 𝑛𝑇𝑠. (9.23)

Note that in this section we consider that each node performs hypothesis testing

(9.23) based on the observations collected during the interval [0, 𝑛𝑇𝑠], contrast to

Section 9.3. The decision fusion architecture in this case is shown in Fig. 9.5.

As shown in Fig. 9.5, at each time instant 𝑛𝑇𝑠, each distributed node performs

a local detection based on the observations collected at the current time interval
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Figure 9.5: Decision fusion architecture for the hybrid sensor network with nodes
updating decisions over time

(𝑛 − 1)𝑇𝑠 ≤ 𝑡 < 𝑛𝑇𝑠 and previous observations up to time (𝑛 − 1)𝑇𝑠 which can be

computed recursively for 𝑛 = 1, 2, ⋅ ⋅ ⋅ . These local decisions are transmitted to the

fusion center over a noisy communication channel at each time step 𝑡 = 𝑛𝑇𝑠. The

fusion center combines these noise corrupted decisions to reach at a final decision on

whether the target is present or absent.

9.4.1 Detection performance at 𝑘-th mobile node

Similar to Section 9.3, we assume that each node performs 𝛼-level N-P detector to

decide whether the target is present or absent based on the observations collected

during time interval (0, 𝑛𝑇𝑠]. The decision statistic and the threshold for the N-P
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detector corresponding to (9.8) now can be shown as,

𝛿𝑚𝑘 (𝑛𝑇𝑠) =

⎧⎨
⎩

1 ≥
if 𝑧𝑘(0, 𝑛) 𝜏𝑚

𝑘 (𝑛)

0 <

, (9.24)

where 𝑧𝑘(0, 𝑛) =
∫ 𝑛𝑇𝑠
0

𝑧𝑘𝑚𝑘(𝑡)𝑑𝑡 = 𝑧𝑘(0, 𝑛 − 1) +
∫ 𝑛𝑇𝑠
(𝑛−1)𝑇𝑠 𝑧𝑘𝑚𝑘(𝑡)𝑑𝑡 is the deci-

sion statistic which can be computed recursively at each time step and 𝜏𝑚
𝑘 (𝑛) =

𝜎2𝑣𝜂
𝑚
𝑘 (𝑛) + 1

2
𝐸̄𝑚

𝑘 (0, 𝑛) is the corresponding threshold, for 𝑘 ∈ 𝒱𝑚 where 𝐸̄𝑚
𝑘 (0, 𝑛) =

𝔼𝑥0,𝑦0{𝐸𝑚
𝑘 (0, 𝑛)} as defined in subsection 9.3.1.

Result 3. With decision fusion model 2, for 𝛼-level N-P test, the threshold and the

detection probability at the 𝑘-th mobile node, at time 𝑛𝑇𝑠 are given by ,

𝜏𝑚
𝑘 (𝑛) = 𝜎𝑣𝑄

−1(𝛼)
√

𝐸𝑚̄
𝑘 (0, 𝑛) (9.25)

and

𝑃𝑚
𝑑𝑘

(𝑛𝑇𝑠) = 𝔼𝑥0,𝑦0

{
𝑄

(
𝑄−1(𝛼)− 𝐸̃𝑘(𝑥0, 𝑦0; 0, 𝑛)

𝜎𝑣

√
𝐸𝑚̄

𝑘 (0, 𝑛)

)}
. (9.26)

Note that 𝐸𝑚
𝑘 (0, 𝑛) at the 𝑘-th mobile node is 𝐸𝑚

𝑘 (0, 𝑛) =
∑𝑛

𝑗=1

∫ 𝑗𝑇𝑠
(𝑗−1)𝑇𝑠 𝑚

2
𝑘(𝑡)𝑑𝑡

which is essentially the instant total signal energy received during the period 0 ≤
𝑡 ≤ 𝑛𝑇𝑠, for a given target location. Then we have,

𝐸𝑚
𝑘 (𝑗 − 1, 𝑗) =

∫ 𝑗𝑇𝑠

(𝑗−1)𝑇𝑠
𝑚2

𝑘(𝑡)𝑑𝑡 =

∫ 𝑗𝑇𝑠

(𝑗−1)𝑇𝑠

𝐴2
0

𝑟2𝑘(𝑡)
𝑑𝑡

=

∫ 𝑗𝑇𝑠

(𝑗−1)𝑇𝑠
𝐴2
0

(
(𝑥′

𝑘(𝑗 − 1) + 𝑢𝑘(𝑡− (𝑗 − 1)𝑇𝑠) cos 𝜃𝑘(𝑗𝑇𝑠))
2

+ (𝑦′𝑘(𝑗 − 1) + 𝑢𝑘(𝑡− (𝑗 − 1)𝑇𝑠) sin 𝜃𝑘(𝑗𝑇𝑠))
2
)−1

𝑑𝑡
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=
2𝐴2

0√
Δ𝑘(𝑗 − 1)

arctan

(
2𝑎𝑘𝑇𝑠

√
Δ𝑘(𝑗 − 1)

Δ𝑘(𝑗 − 1) + 𝑏𝑘(𝑗 − 1)(𝑏𝑘(𝑗 − 1) + 2𝑎𝑘𝑇𝑠)

)
(9.27)

where 𝑥′
𝑘(𝑗−1) = 𝑥𝑘((𝑗−1)𝑇𝑠)−𝑥0, 𝑦

′
𝑘(𝑗−1) = 𝑦𝑘((𝑗−1)𝑇𝑠)−𝑦0, 𝑎𝑘 = 𝑢2𝑘, 𝑏𝑘(𝑗−1) =

2𝑢𝑘(𝑥
′
𝑘(𝑗 − 1) cos 𝜃𝑘(𝑗𝑇𝑠) + 𝑦′𝑘(𝑗 − 1) sin 𝜃𝑘(𝑗𝑇𝑠)), 𝑐𝑘(𝑗 − 1) = 𝑥

′2
𝑘 (𝑗 − 1) + 𝑦

′2
𝑘 (𝑗 − 1)

and Δ𝑘(𝑗−1) = 4𝑎𝑘𝑐𝑘(𝑗−1)−𝑏2𝑘(𝑗−1). Note that (9.27) holds only if Δ𝑘(𝑗−1) > 0

which is shown to be true in the following.

Δ𝑘(𝑗 − 1) = 4𝑢2𝑘(𝑥
′2
𝑘 (𝑗 − 1) + 𝑦

′2
𝑘 (𝑗 − 1))

− 4𝑢2𝑘 (𝑥′
𝑘(𝑗 − 1) cos 𝜃𝑘(𝑗𝑇𝑠) + 𝑦′𝑘(𝑗 − 1) sin 𝜃𝑘(𝑗𝑇𝑠))

2

= 4𝑢2𝑘 (𝑥′
𝑘(𝑗 − 1) sin 𝜃𝑘(𝑗𝑇𝑠)− 𝑦′𝑘(𝑗 − 1) cos 𝜃𝑘(𝑗𝑇𝑠))

2

> 0.

Then 𝐸𝑚
𝑘 (0, 𝑛) is given by (9.28).

𝐸𝑚
𝑘 (0, 𝑛) =

𝑛∑
𝑗=1

2𝐴2
0√

Δ𝑘(𝑗 − 1)
arctan

(
2𝑎𝑘𝑇𝑠

√
Δ𝑘(𝑗 − 1)

Δ𝑘(𝑗 − 1) + 𝑏𝑘(𝑗 − 1)(𝑏𝑘(𝑗 − 1) + 2𝑎𝑘𝑇𝑠)

)
. (9.28)

9.4.2 Detection performance at the 𝑘-th static node

Similarly, for the 𝑘-th static node, the 𝛼-level N-P threshold and the detection prob-

ability at time 𝑛𝑇𝑠 are given by the following result.

Result 4. For static nodes, the optimal threshold and the detection probability for

the 𝛼-level NP test are given by,

𝜏 𝑠
𝑘(𝑛) = 𝜎𝑣𝑄

−1(𝛼)𝑚̄𝑘

√
𝑛𝑇𝑠 (9.29)
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and

𝑃 𝑠
𝑑𝑘

(𝑛𝑇𝑠) = 𝔼𝑥0,𝑦0

{
𝑄

(
𝑄−1(𝛼)− 𝑚𝑘(𝑥0, 𝑦0)

√
𝑛𝑇𝑠

𝜎𝑣

)}
. (9.30)

9.4.3 Decision fusion performance with noisy communica-

tion

Similar to subsection 9.3.3, we evaluate the decision fusion performance at the fusion

center at time 𝑛𝑇𝑠 with BSC channels. Now, since the effect of the mobility is taken

at the node level, the decision statistic at the fusion center is taken as, Λ(𝑛𝑇𝑠), where

Λ(𝑛𝑇𝑠) =
∑
𝑘∈𝒱𝑚

𝑤𝑘(𝑛𝑇𝑠) +
∑
𝑘∈𝒱𝑠

𝑤𝑘(𝑛𝑇𝑠),

where 𝑤𝑘(𝑛𝑇𝑠) is same as given by (9.13) and (9.14) under two hypotheses where now

𝜇𝑚
𝑑𝑘

(𝑛𝑇𝑠) = 𝑃𝑚
𝑑𝑘

(𝑛𝑇𝑠)(1− 𝑝𝑘) + (1− 𝑃𝑚
𝑑𝑘

(𝑛𝑇𝑠))𝑝𝑘, 𝜇
𝑠
𝑑𝑘

(𝑛𝑇𝑠) = 𝑃 𝑠
𝑑𝑘

(𝑛𝑇𝑠)(1− 𝑝𝑘) + (1−
𝑃 𝑠

𝑑𝑘
(𝑛𝑇𝑠))𝑝𝑘, 𝜇

𝑚
𝑓𝑘

(𝑛𝑇𝑠) = 𝛼(1−𝑝𝑘)+(1−𝛼)𝑝𝑘 and 𝜇𝑠
𝑓𝑘

(𝑛𝑇𝑠) = 𝛼(1−𝑝𝑘)+(1−𝛼)𝑝𝑘 with

𝑃𝑚
𝑑𝑘

(𝑛𝑇𝑠) and 𝑃 𝑠
𝑑𝑘

(𝑛𝑇𝑠) are given by (9.26) and (9.30), respectively. The detection

probability corresponding to the decision rule based on majority rule is given by

(following a similar approach as in subsection 9.3.3),

𝑃𝐷(𝑛𝑇𝑠) = 𝑃𝑟(Λ(𝑛𝑇𝑠) ≥ 𝜌′∣𝐻1) = 𝑄

(
𝜌′ − 𝜇Λ(𝑛𝑇𝑠)

𝜎Λ(𝑛𝑇𝑠)

)
, (9.31)

where 𝜇Λ(𝑛𝑇𝑠) =
∑

𝑘∈𝒱𝑚
𝜇𝑚
𝑑𝑘

(𝑛𝑇𝑠) +
∑
𝑘∈𝒱𝑠

𝜇𝑠
𝑑𝑘

(𝑛𝑇𝑠) and 𝜎2Λ(𝑛𝑇𝑠) =
∑

𝑘∈𝒱𝑚
𝜇𝑚
𝑑𝑘

(𝑛𝑇𝑠)(1 −
𝜇𝑚
𝑑𝑘

(𝑛𝑇𝑠)) +
∑
𝑘∈𝒱𝑠

𝜇𝑠
𝑑𝑘

(𝑛𝑇𝑠)(1 − 𝜇𝑠
𝑑𝑘

(𝑛𝑇𝑠)) and 𝜌′ is the threshold of the majority rule.

In obtaining (9.31), it is required to show that conditions for LF-CLT are held.

Following a similar approach as in subsection 9.3.3, it can be shown that the sufficient

conditions for LF-CLT are held and details are omitted for brevity.
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9.4.4 Mobility management for mobile nodes

Similar to the scenario in Section 9.3, we need to find the best movement schedule

for each mobile node in order to maximize the detection probability at the fusion

center within a desired delay constraint, when the target location is exactly known.

The idea is to find the optimal movement schedule for each mobile node 𝑘 such that

the detection probability at the fusion center within a desired delay constraint, is

maximized. As in subsection 9.3.4, denote 𝑇𝐷 to be the desired delay constraint

and Θ̂𝑘 = {𝜃𝑘(𝑇𝑠), 𝜃𝑘(2𝑇𝑠), ⋅ ⋅ ⋅ , 𝜃𝑘(𝑛𝐷𝑇𝑠)} be the optimal set of movement direc-

tions at each time step for node 𝑘. following a similar approach as in subsection

9.3.4, it can be shown that with high probability, maximizing the detection proba-

bility at the fusion center at time 𝑛𝑇𝑠 (9.31) is equivalent to maximizing the sum

𝜇Λ(𝑛𝑇𝑠) =
∑

𝑘∈𝒱𝑚
𝜇𝑚
𝑑𝑘

(𝑛𝑇𝑠) +
∑
𝑘∈𝒱𝑠

𝜇𝑠
𝑑𝑘

(𝑛𝑇𝑠). Since each mobile and static node performs

their detection problems independent of each other, maximizing each 𝜇𝑚
𝑑𝑘

(𝑛𝑇𝑠) for

𝑘 ∈ 𝒱𝑚 over all possible movement plans will maximize the sum 𝜇Λ(𝑛𝑇𝑠) at time

𝑛𝑇𝑠. Similar to subsection 9.3.4, it can be shown that maximizing 𝜇𝑚
𝑑𝑘

(𝑛𝑇𝑠) at 𝑘-th

mobile node is equivalent to maximizing 𝑃𝑚
𝑑𝑘

(𝑛𝑇𝑠) at the 𝑘-th mobile node, given by

(9.26).

Note that if the exact target location is known, then maximizing (9.26) at the

𝑘-th mobile node is equivalent to maximizing the total energy collected during the

interval (0, 𝑛], 𝐸𝑚
𝑘 (0, 𝑛) as given in (9.28). Then the approach given in subsection

9.3.4, can be directly used to find the optimal movement directions at each time

step, where now the metrics of branches of the trellis in Fig. 9.4 are replaced by

−𝐸𝑚
𝑘 (𝜃𝑝(𝑗 − 1), 𝜃𝑞𝑗) which represents the energy collected during transition from

state 𝜃𝑝(𝑗 − 1) ∈ Θ((𝑗 − 1)𝑇𝑠) to 𝜃𝑞(𝑗) ∈ Θ(𝑗𝑇𝑠).
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9.5 Minimum Set of Mobile Nodes

Since allowing nodes to be mobile is expensive in terms of energy, it is important

to determine the minimum number of mobile nodes (from the set 𝒱𝑚) that should

be directed to move to achieve a certain detection probability during a given delay

constraint. In the following, we consider the problem of finding the smallest set of

mobile nodes in order to maintain the maximum detection probability achieved by

time 𝑇𝐷 is greater than some threshold value. For the discussion given below, we

assume the case where exact target location is known with the decision fusion model

as given by Section 9.4 where nodes are updating decisions over time.

Let the required detection probability threshold at time 𝑇𝐷 be 𝜉𝐷. The problem

is to find the minimum set of mobile nodes, that should be used in the network to

reach the desired performance level by the desired delay constraint. Formally, we

can write the optimization problem as,

min ∣𝒮𝑚∣
such that 𝒮𝑚 ⊂ 𝒱𝑚

and 𝑃𝐷(𝑛𝐷𝑇𝑠) ≥ 𝜉𝐷 (9.32)

where, as before, 𝑛𝐷 = ⌊𝑇𝐷
𝑇𝑠
⌋. Assuming that 𝜉𝐷 ≥ 1

2
, the inequality (9.32) can be

further simplified as given below (For simplicity, we assume perfect communication

channels such that 𝑝𝑘 = 0 for all 𝑘 ∈ 𝒱):

𝑃𝐷(𝑛𝐷𝑇𝑠) ≥ 𝜉𝐷

≡ 𝑄

(
𝜌′ − 𝜇Λ(𝑛𝐷𝑇𝑠)

𝜎Λ(𝑛𝐷𝑇𝑠)

)
≥ 𝜉𝐷

≡ 𝜌′ − 𝜇Λ(𝑛𝐷𝑇𝑠)

𝜎Λ(𝑛𝐷𝑇𝑠)
≤ 𝛽 (9.33)

⇒ 𝜌′ − 𝜇Λ(𝑛𝐷𝑇𝑠) ≤ 𝛽𝜎Λ(𝑛𝐷𝑇𝑠) (9.34)

⇒ (𝜌′ − 𝜇Λ(𝑛𝐷𝑇𝑠))
2 ≥ 𝛽2𝜎2Λ(𝑛𝐷𝑇𝑠) (9.35)
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where 𝜇Λ(𝑛𝐷𝑇𝑠) =
∑

𝑘∈𝒮𝑚
𝑃𝑚

𝑑𝑘
(𝑛𝐷𝑇𝑠) +

∑
𝑘∈𝒱∖𝒮𝑚

𝑃 𝑠
𝑑𝑘

(𝑛𝐷𝑇𝑠) and

𝜎2Λ(𝑛𝐷𝑇𝑠) =
∑

𝑘∈𝒮𝑚
𝑃𝑚

𝑑𝑘
(𝑛𝐷𝑇𝑠)(1 − 𝑃𝑚

𝑑𝑘
(𝑛𝐷𝑇𝑠)) +

∑
𝑘∈𝒱∖𝒮𝑚

𝑃 𝑠
𝑑𝑘

(𝑛𝐷𝑇𝑠)(1 − 𝑃 𝑠
𝑑𝑘

(𝑛𝐷𝑇𝑠)) and

𝛽 = 𝑄−1(𝜉𝐷). Note that here 𝑃𝑚
𝑑𝑘

(𝑛𝐷𝑇𝑠) and 𝑃 𝑠
𝑑𝑘

(𝑛𝐷𝑇𝑠) are given by (9.26) and (9.30)

without the outer expectation with respect to target locations (since we assume exact

target locations for this analysis). Since mobile nodes which are not moving also

make observations at their stationary configuration, we will have the set of static

nodes as 𝒱 ∖ 𝒮𝑚 when the set of mobile nodes is 𝒮𝑚. Note that (9.34) is obtained

from (9.33) since 𝜎Λ(𝑛𝐷𝑇𝑠) > 0 and (9.35) is obtained from (9.34) since, 𝛽 < 0 for

𝜉𝐷 ≥ 1
2

and 𝜌′ − 𝜇Λ(𝑛𝐷𝑇𝑠) < 0 under certain conditions. We can show that when

𝜌′ is chosen as the threshold for majority rule (𝜌′ = 𝑁/2) and under the assumption

of 𝑃 𝑠
𝑑𝑘

(𝑛𝐷𝑇𝑠), 𝑃
𝑚
𝑑𝑘

(𝑛𝐷𝑇𝑠) ≥ 1
2
, at 𝑛𝐷𝑇𝑠 for 𝑘 ∈ 𝒱 such that 𝜇Λ(𝑛𝐷𝑇𝑠) ≥ 𝑁

2
, then

𝜌′ − 𝜇Λ(𝑛𝐷𝑇𝑠) < 0. The inequality (9.35) can be further simplified as in (9.36).

− (2𝜌′ + 𝛽2)
∑
𝑘∈𝒮𝑚

𝑃𝑚
𝑑𝑘
(𝑛𝐷𝑇𝑠) +

⎛
⎝∑

𝑘∈𝒮𝑚
𝑃𝑚
𝑑𝑘
(𝑛𝐷𝑇𝑠)

⎞
⎠

2

+ 𝛽2
∑
𝑘∈𝒮𝑚

𝑃𝑚
𝑑𝑘

2(𝑛𝐷𝑇𝑠)

+ 2
∑
𝑘∈𝒮𝑚

𝑃𝑚
𝑑𝑘
(𝑛𝐷𝑇𝑠)

∑
𝑘∈𝒱∖𝑆𝑚

𝑃 𝑠
𝑑𝑘
(𝑛𝐷𝑇𝑠)

≥ (2𝜌′ + 𝛽2)
∑

𝑘∈𝒱∖𝒮𝑚
𝑃 𝑠
𝑑𝑘
(𝑛𝐷𝑇𝑠)− 𝛽2

∑
𝑘∈𝒱∖𝒮𝑚

𝑃 𝑠
𝑑𝑘

2(𝑛𝐷𝑇𝑠)

−
⎛
⎝ ∑

𝑘∈𝒱∖𝒮𝑚
𝑃 𝑠
𝑑𝑘
(𝑛𝐷𝑇𝑠)

⎞
⎠

2

− 𝜌′2. (9.36)

The problem is to find the minimum size set 𝒮𝑚 such that, inequality (9.36) is satis-

fied. To find this, in general we need to search over a maximum of 2𝑁𝑚 possibilities.

In the following we will show how to obtain the solution with reduced complexity

under certain conditions. Note that as discussed in subsection 9.4.4, the maximum
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𝑃𝑚
𝑑𝑘

(𝑛𝐷𝑇𝑠) for each 𝑘 ∈ 𝒱𝑚 at time 𝑛𝐷𝑇𝑠 can be computed. Without loss of generality,

let us arrange 𝑃𝑚
𝑑𝑘

(𝑛𝐷𝑇𝑠)’ s in descending order for 𝑘 ∈ 𝒱𝑚 such that 𝑃𝑚
𝑑1

(𝑛𝐷𝑇𝑠) ≥
𝑃𝑚

𝑑2
(𝑛𝐷𝑇𝑠) ≥ ⋅ ⋅ ⋅ ,≥ 𝑃𝑚

𝑑𝑁𝑚
(𝑛𝐷𝑇𝑠). Then the set denoted by 𝒮𝑘

𝑚 consists of the indices

of first 𝑘 mobile nodes. Now define two functions 𝑓1(𝑘) and 𝑓2(𝑘) such that,

𝑓1(𝑘) = (2𝜌′ + 𝛽2)

𝑘∑
𝑗=1

𝑃𝑚
𝑑𝑗

(𝑛𝐷𝑇𝑠) (9.37)

and

𝑓2(𝑘) =

(
𝑘∑

𝑗=1

𝑃𝑚
𝑑𝑗

(𝑛𝐷𝑇𝑠)

)2

+ 𝛽2
𝑘∑

𝑗=1

𝑃𝑚
𝑑𝑗

2(𝑛𝐷𝑇𝑠)

+ 2
𝑘∑

𝑗=1

𝑃𝑚
𝑑𝑗

(𝑛𝐷𝑇𝑠)
∑

𝑗∈𝒱∖𝒮𝑘𝑚
𝑃 𝑠

𝑑𝑗
(𝑛𝐷𝑇𝑠) (9.38)

for 𝑘 = 0, 1, 2, ⋅ ⋅ ⋅ , 𝑁𝑚 with 𝑓1(0) = 𝑓2(0) = 0.

Denote 𝒱𝑘
𝑠 = 𝒱∖𝒮𝑘

𝑚 to be the set containing all static node indices and the mobile

node indices from 𝑘 + 1 to 𝑁𝑚, for 𝑘 = 1, ⋅ ⋅ ⋅ , 𝑁𝑚. Clearly, 𝒱0
𝑠 = 𝒱 and 𝒱𝑁𝑚

𝑠 = 𝒱𝑠.

Define 𝐾𝑠(𝑛𝐷, 𝑘) to be,

𝐾𝑠(𝑛𝐷, 𝑘) = (2𝜌′ + 𝛽2)
∑
𝑗∈𝒱𝑘𝑠

𝑃 𝑠
𝑑𝑗 (𝑛𝐷𝑇𝑠)− 𝛽2

∑
𝑗∈𝒱𝑘𝑠

𝑃 𝑠
𝑑𝑗
2(𝑛𝐷𝑇𝑠)

−
⎛
⎝∑

𝑗∈𝒱𝑘𝑠
𝑃 𝑠
𝑑𝑗 (𝑛𝐷𝑇𝑠)

⎞
⎠

2

− 𝜌′2. (9.39)

Theorem 9. If 𝑃𝑚
𝑑𝑘

(𝑛𝐷𝑇𝑠)’s are arranged in descending order and 𝑓1(𝑘), 𝑓2(𝑘) and

𝐾𝑠(𝑛𝐷, 𝑘) are defined as in (9.37), (9.38) and (9.39), respectively, then we can find
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a unique 𝐾0 such that,

𝑓2(𝑘)− 𝑓1(𝑘) ≥ 𝐾𝑠(𝑛𝐷, 𝑘), for 𝑘 ≥ 𝐾0 (9.40)

and

𝑓2(𝑘)− 𝑓1(𝑘) < 𝐾𝑠(𝑛𝐷, 𝑘), for 𝑘 < 𝐾0. (9.41)

Then 𝐾0 is the minimum number of mobile nodes that should be used to meet

the desired criteria where the minimum set 𝒮𝐾0
𝑚 = {1, 2, ⋅ ⋅ ⋅ , 𝐾0}.

Proof. See Appendix 9B.

9.6 Performance Results

In this section, we evaluate the performance of the proposed target detection schemes

using a hybrid sensor network. We assume there is a total of 30 sensors deployed in

a square region of area 100 × 100𝑚2 where the center is at (0, 0). We assume that

mobile node speed is a constant for all directions and the same for all nodes. The

time step 𝑇𝑠 = 1𝑠 and each mobile node’s speed is 𝑢̄ = 1𝑚/𝑠. We define the nominal

SNR at each node to be 𝛾0 = 𝐴2
0/𝜎

2
𝑣 . We also assume that the communication

between nodes and the fusion center is over i.i.d. BSC’s such that 𝑝𝑘 = 𝑝 for all

𝑘 ∈ 𝒱. At each time step, we assume that a mobile node can move a distance of

𝑢̄𝑇𝑠 in directions corresponding to due-east, north-east, due-north, north-west, due-

west, south-west, due-south and south-east or remain at the current location. To
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illustrate the detection performance of proposed schemes, we assume that 𝑋 and 𝑌

coordinates of the target location are with the following distribution:

𝑥0 =

⎧⎨
⎩ 𝑥𝑎 with 𝑞𝑥

𝑥𝑏 with 1− 𝑞𝑥
(9.42)

and

𝑦0 =

⎧⎨
⎩ 𝑦𝑎 with 𝑞𝑦

𝑦𝑏 with 1− 𝑞𝑦
(9.43)

This type of target location model is justifiable in situations when there is a finite

number of possible surveillance locations that the target can appear probabilistically,

based on the prior knowledge or new information received after initial deployment.

Note that with this target location model, 𝑚𝑘(𝑡) is given by,

𝑚𝑘(𝑡) =
𝐴0√

(𝑥𝑘(𝑡)− 𝑥𝑎)2 + (𝑦𝑘(𝑡)− 𝑦𝑎)2
𝑞𝑥𝑞𝑦 +

𝐴0√
(𝑥𝑘(𝑡)− 𝑥𝑎)2 + (𝑦𝑘(𝑡)− 𝑦𝑏)2

𝑞𝑥(1− 𝑞𝑦)

+
𝐴0√

(𝑥𝑘(𝑡)− 𝑥𝑏)2 + (𝑦𝑘(𝑡)− 𝑦𝑎)2
(1− 𝑞𝑥)𝑞𝑦

+
𝐴0√

(𝑥𝑘(𝑡)− 𝑥𝑏)2 + (𝑦𝑘(𝑡)− 𝑦𝑏)2
(1− 𝑞𝑥)(1− 𝑞𝑦)

However, the proposed scheme is valid for any target distribution and the complexity

of the local detectors is determined by the complexity of evaluating 𝑚𝑘(𝑡). For a

general target location distribution model with 𝑥0 ∼ 𝑓𝑎(𝑥0) and 𝑦0 ∼ 𝑓𝑏(𝑦0), we can

find 𝑚𝑘(𝑡) as,

𝑚𝑘(𝑡) =

∫
𝑥0

∫
𝑦0

𝐴0√
(𝑥𝑘(𝑡)− 𝑥0)2 + (𝑦𝑘(𝑡)− 𝑦0)2

𝑓𝑎(𝑥0)𝑓𝑏(𝑦0)𝑑𝑥0𝑑𝑦0. (9.44)
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Figure 9.6: Detection probability at the fusion center with desired detection delay
with perfect communication, with decision fusion model 1: 𝑇𝑠 = 1𝑠, 𝑢̄ = 1𝑚/𝑠,
𝛾0 = 20𝑑𝐵, 𝑝 = 0.

9.6.1 Performance evaluation with decision fusion architec-

ture 1

In Fig.9.6, the time varying detection performance is shown when the target location

is random based on the decision fusion scheme discussed in Section 9.3 where the

nodes make binary decision based on the observations collected during current time

interval and the fusion center updates the decisions incorporating the current local

decisions and previous information at the fusion center. In Fig. 9.6, we let 𝛾0 = 20𝑑𝐵,

𝛼 = 0.22, and 𝑥𝑎 = −25, 𝑥𝑏 = 25, 𝑦𝑎 = −25, 𝑦𝑏 = 25. The detection performance

is shown with varying the fraction of mobile nodes and for 𝑝 = 0. Subplot in the

left hand side shows the performance for 𝑞𝑥 = 𝑞𝑦 = 0.5 while the one in right

hand side is corresponding to 𝑞𝑥 = 𝑞𝑦 = 0.1. It can be seen that with the decision

fusion model as described in Section 9.3, by allowing even a small fraction of mobile
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Figure 9.7: Comparing the detection performance with exact and random target
locations, with decision fusion model 1 : 𝑇𝑠 = 1𝑠, 𝑢̄ = 1𝑚/𝑠, 𝛾0 = 20𝑑𝐵, 𝛼 = 0.22,
𝑝 = 0.

nodes will improve the detection performance significantly when compared to a all-

static network. As time goes, since mobile nodes getting closer to possible target

locations, according to the given probability distribution for target locations, a mobile

node can make a binary decision based on the information collected at current time

interval with a higher confidence level, when compared to a stationary sensor. On

the other hand, stationary sensors make binary decisions based on its observations

collected during current time interval, and the quality of these decisions remains the

same over time since nodes are stationary. Then, according to the decision fusion

model described in Section 9.3, fusion center receives binary decisions over the time

with higher confidence level when there are mobile sensors, resulting an improved

performance compared to a all-stationary network.

Figure 9.7 shows the performance of decision fusion scheme presented in Section
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Figure 9.8: Detection performance with varying 𝛼 and 𝑝, with decision fusion model
1: 𝑇𝑠 = 1𝑠, 𝑢̄ = 1𝑚/𝑠, 𝛾0 = 20𝑑𝐵, 𝑞𝑥 = 𝑞𝑦 = 0.5.

9.3 when 𝑞𝑥 and 𝑞𝑦 are varying. In Fig. 9.7, we have let 𝛼 = 0.22, 𝛾0 = 20𝑑𝐵 and

𝜆𝑚 = 1. Note that when 𝑞𝑥 = 𝑞𝑦 = 1 and 𝑞𝑥 = 𝑞𝑦 = 0, the target location is exactly

known. From Fig. 9.7, it can be seen that, when the target location is exactly known,

the detection performance for given parameters such as number of mobile nodes 𝜆𝑚,

𝛾0 and 𝛼, is increased compared to that with random target location. This due to

the fact that, when the local nodes perform non-coherent detectors (unknown target

location), a higher SNR is required to achieve the same performance level compared

to that with a coherent detector (known target location) [105].

Note that the effect of node mobility for the system performance is also dependent

on the parameters 𝛼, 𝛾0 and the static node and initial mobile node locations as

well. Figure 9.8 shows the detection performance when 𝛼 is varying while keeping
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𝛾0 constant. In Fig. 9.8, we consider imperfect communication as well such that

the cross over probability of BSC channels is 𝑝 = 0.2. For simplicity, to explore the

effect of mobility when 𝛼 is varying we consider only 𝜆𝑚 = 0 and 𝜆𝑚 = 1/3. It seen

that when 𝛼 is increasing, the performance gain achieved by allowing nodes to be

mobile compared to stationary network is decreasing. Note that, according to (9.9),

the threshold of the N-P detector depends on 𝛼 and the average energy collected

during the corresponding time interval. Specifically, for a constant 𝛼, the threshold

is increasing if the energy collected during the current time is increasing while for a

constant energy, threshold is decreasing if 𝛼 is increasing. Thus, when mobile nodes

are getting closer to the target locations, even if more energy is collected for a higher

𝛼 value, the detector threshold might be lower. Thus in such situations, the decision

quality of mobile nodes will not improve significantly even though they move towards

target locations. Therefore, when 𝛼 is set to a higher value, the node mobility does

not much affect the performance improvement of hybrid network. Although figures

are not included, it also can be seen that when 𝛾0 is getting larger, the effect of

the node mobility for the system performance is getting less significant compared

to a all-static network. This phenomenon is intuitively makes sense, since when 𝛾0

is increasing, the local decisions at static nodes are made with a higher confidence

level. This is further discussed in the next subsection.

9.6.2 Performance evaluation with decision fusion architec-

ture 2

The performance evaluations with the decision fusion architecture 2 is shown in this

subsection. We assume same network parameters as in subsection 9.6.1. Figure 9.9

shows the detection probability at the fusion center with the desired delay constraint,

when the fraction of mobile nodes is varied for two different 𝛾0 values. In Fig. 9.9,
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Figure 9.9: Detection performance at the fusion center with decision fusion model 2:
𝛼 = 0.22, 𝑁 = 30, 𝑢̄ = 1𝑚/𝑠, 𝑝𝑘 = 𝑝 = 0

we let 𝛼 = 0.22 and two subplots are corresponding to nominal SNR 𝛾0 = 13𝑑𝐵

and for 𝛾0 = 15𝑑𝐵. Note that 𝜆𝑚 = 0 represents the network when all nodes

are static. It can be seen that, with the decision fusion model 2, where the nodes

update decisions over time based on all observations collected up to current time,

the effect of node mobility becomes insignificant when the nominal SNR 𝛾0 is getting

larger. This is because, according to the decision fusion model 2, static nodes also

collect energy over the time and decisions are getting more accurate as the time goes.

When nominal SNR, 𝛾0, is larger, static nodes may collect sufficient energy at their

stationary locations compared to that is collected by mobile nodes while moving

towards possible target locations, since for larger 𝛾0, even sensors located far away

from the target location will receive signals with considerable strength. However,

for lower 𝛾0 values, (which is more important scenario), it can be seen that with the

decision fusion model 2, by allowing a small fraction of nodes to be mobile, relatively
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Figure 9.10: Minimum number of mobile nodes required to achieve a desired perfor-
mance level within a desired delay constraint, for 𝑝 = 0, with decides fusion model
2

a significant performance gain can be achieved compared to that with a all-static

network. Also it can be observed that the when 𝛼 is getting large, the performance

gain achieved by allowing nodes to be mobile, is getting smaller.

Although, the network has a maximum number of possible mobile nodes, it might

not be required to operate them all depending on the requirement. Figure 9.10

shows the minimum number of mobile nodes (from maximum of 30) that should be

directed to move to achieve a desired detection probability at the fusion center during

a desired delay constraint, for 𝛼 = 0.22 and 𝛾0 = 13𝑑𝐵. Figure 9.10 is corresponding

to decision fusion model 2, when the exact target location is known. Without loss

of generality, we assume that the target is located at the center point (0, 0). If the

desired delay constraint is 𝑇𝐷, we define 𝑛𝐷 = ⌊𝑇𝐷
𝑇𝑠
⌋ as before. In Fig. 9.10, the
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minimum number of required mobile nodes is shown for 𝑛𝐷 = 20 and 𝑛𝐷 = 30 and

𝑛𝐷 = 40. Figure 9.10 essentially depicts the proper trade-off between the desired

detection delay and the minimum number of nodes to be mobile to achieve a desired

performance level. In particular, for the target to be detected in a shorter time with

higher confidence level, the effect of node mobility is more significant. However, as

larger the detection delay required, less significance of adding mobile nodes for the

detection.

When comparing the two decision fusion architectures developed in this Chapter,

it can be seen that the effect of node mobility has a significant performance im-

provement over all-stationary network even with a relatively small fraction of mobile

nodes with the architecture 1 compared to that with architecture 2. With archi-

tecture 2, where nodes update decisions over time, adding mobility improves the

system performance significantly only at the lower local nominal SNR range and the

performance improvement is also not as significant as with decision fusion architec-

ture 1. The reason is that, with architecture 1, since nodes make local decisions

F only with observations collected during the current time interval, the quality of

the decisions remains same for static nodes over time while the quality of decisions

of mobile nodes is getting much better as time goes, compared to that with static

nodes. Thus, adding mobile nodes (even a small number) will enhance the overall

performance significantly. This architecture can be regarded as a memoryless archi-

tecture at node level, since nodes do not have to use the previous information for

their current decision. On the other hand, with decision fusion architecture 2, both

nodes make decisions from the observations collected until the current time interval.

In this case, eventhough mobile nodes may collect more energy by moving compared

to static nodes, static nodes also will be able to make decisions with a higher qual-

ity as time goes since their decisions are based on the observations collected during

whole time period. Thus for a relatively higher local nominal SNR region, it can be

seen that allowing nodes be mobile is fairly useless with the architecture 2. However,
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due to energy and computational limitations in sensor nodes, performing decision

fusion architecture 2 may have practical limitations since nodes have to use the pre-

vious information to update the current decisions. Thus the choice of two decision

fusion models may depend on the factors such as node energy and computational

constraints, affordable number of mobile nodes and the performance metrics.

9.7 Conclusions

In this Chapter, we proposed two decision fusion models for target detection using

a hybrid sensor network in which the node mobility is taken into account at node-

level and at the fusion center and analyzed the impact of node mobility to the

overall performance under both schemes. The mobile nodes in the network are

kept stationary until a target is detected with a low confidence level or statistical

information on target locations are available and are directed to move to maximize

the detection probability during a desired delay constraint once a target is detected

within a certain confidence level. We proposed a node mobility management scheme

in order to maximize the detection probability within a desired delay constraint.

Since deploying mobile nodes in a sensor network is not as cost effective as deploying

static nodes, we evaluate the cost of allowing nodes to be mobile in terms of the

minimum number of mobile nodes required to achieve a desired performance level

within desired delay constraint.
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9.8 Appendix 9A

Regularity conditions to apply L-F central limit theorem in

subsection 9.3.3

L-F Central Limit Theorem: Suppose 𝑆𝑚 = 𝑋1+ ⋅ ⋅ ⋅+𝑋𝑚 is a sum of 𝑚 independent

random variables with 𝔼{𝑋𝑘} = 𝜂𝑘 and 𝑉 𝑎𝑟{𝑋𝑘} = 𝜈2𝑘 . The L-F CLT states that un-

der certain regularity conditions the sum 𝑆𝑚 converges in distribution to a Gaussian

random variable with mean
∑𝑚

𝑗=1 𝜂𝑘 and the variance
∑𝑚

𝑗=1 𝜈
2
𝑘 as 𝑚 →∞ [38]. For

the applicability of LF-CLT, it was shown in [103] two sufficient conditions should

be satisfied:

∙ 𝜈2𝑘 > 𝐵1

∙ 𝔼{∣𝑋𝑘 − 𝔼{𝑋𝑘}∣3} < 𝐵2

for 𝑘 = 1, ⋅ ⋅ ⋅ , 𝑚 where 𝐵1 and 𝐵2 are positive values.

To apply the LF-CLT in subsection 9.3.3, first we prove that the sufficient con-

ditions are satisfied under 𝐻1. Note that we can write Λ(𝑛𝑇𝑠) as,

Λ(𝑛𝑇𝑠) =
1

𝑛

(
𝑛∑

𝑗=1

∑
𝑘∈𝒱𝑚

𝑤𝑘(𝑗𝑇𝑠) +

𝑛∑
𝑗=1

∑
𝑘∈𝒱𝑠

𝑤𝑘(𝑗𝑇𝑠)

)

=
1

𝑛

∑
𝑗,𝑘

𝑋𝑚
𝑗,𝑘 + 𝑋𝑠

𝑗,𝑘 (9.45)

where 𝑋𝑚
𝑗,𝑘 = 𝑤𝑘(𝑗𝑇𝑠) for 𝑘 ∈ 𝒱𝑚 and 𝑋𝑠

𝑗,𝑘 = 𝑤𝑘(𝑗𝑇𝑠) for 𝑘 ∈ 𝒱𝑠. Under 𝐻1, it

can be seen from (9.13) that 𝑋𝑚
𝑗,𝑘 is a Binary random variable with mean 𝜇𝑚

𝑑𝑘
(𝑗𝑇𝑠)

and variance 𝜇𝑚
𝑑𝑘

(𝑗𝑇𝑠)(1 − 𝜇𝑚
𝑑𝑘

(𝑗𝑇𝑠)). Similarly, 𝑋𝑠
𝑗,𝑘 is a Binary random variable
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with mean 𝜇𝑠
𝑑𝑘

(𝑗𝑇𝑠) and the variance 𝜇𝑠
𝑑𝑘

(𝑗𝑇𝑠)(1−𝜇𝑠
𝑑𝑘

(𝑗𝑇𝑠)). Then assuming perfect

communication channels (such that 𝑝𝑘 = 0) we have,

𝑉 𝑎𝑟(𝑋𝑚
𝑗,𝑘) = 𝜇𝑚

𝑑𝑘
(𝑗𝑇𝑠)(1− 𝜇𝑚

𝑑𝑘
(𝑗𝑇𝑠))

= 𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠)(1− 𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠)) (9.46)

and

𝔼{∣𝑋𝑚
𝑗,𝑘 − 𝔼{𝑋𝑚

𝑗,𝑘}∣3} = 𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠)(1− 𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠))
(
𝑃𝑚2

𝑑𝑘
(𝑗𝑇𝑠) + (1− 𝑃𝑚

𝑑𝑘
(𝑗𝑇𝑠))

2
)

= 𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠)(1− 𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠))
(
1− 2𝑃𝑚

𝑑𝑘
(𝑗𝑇𝑠)(1− 𝑃𝑚

𝑑𝑘
(𝑗𝑇𝑠))

)
> 𝑃𝑚

𝑑𝑘
(𝑗𝑇𝑠)(1− 𝑃𝑚

𝑑𝑘
(𝑗𝑇𝑠)) (9.47)

where last inequality results because 1 − 2𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠)(1 − 𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠)) < 1. Note that

from (9.10), if the local false alarm probability 𝛼 is set such that 0 < 𝛼 < 1,

𝑃𝑚
𝑑𝑘

(𝑗𝑇𝑠) is positive and finite for any 𝑗, 𝑘. Let 𝐵𝑚
1 = min

𝑗,𝑘
{𝑃𝑚

𝑑𝑘
(𝑗𝑇𝑠)(1−𝑃𝑚

𝑑𝑘
(𝑗𝑇𝑠))} and

𝐵𝑚
2 = max

𝑗,𝑘
{𝑃𝑚

𝑑𝑘
(𝑗𝑇𝑠)(1 − 𝑃𝑚

𝑑𝑘
(𝑗𝑇𝑠))}. Then we have 𝑉 𝑎𝑟(𝑋𝑚

𝑗,𝑘) > 𝐵𝑚
1 and 𝔼{∣𝑋𝑚

𝑗,𝑘 −
𝔼{𝑋𝑚

𝑗,𝑘}∣3} < 𝐵𝑚
2 for 𝑗 = 1, ⋅ ⋅ ⋅ , 𝑛, 𝑘 ∈ 𝒱𝑚. Similarly we can show that we can find

two positive values 𝐵𝑠
1 and 𝐵𝑠

2 such that 𝑉 𝑎𝑟(𝑋𝑠
𝑗,𝑘) > 𝐵𝑠

1 and 𝔼{∣𝑋𝑚
𝑗,𝑘−𝔼{𝑋𝑚

𝑗,𝑘}∣3} <

𝐵𝑠
2 for 𝑗 = 1, ⋅ ⋅ ⋅ , 𝑛, 𝑘 ∈ 𝒱𝑠. Following a similar procedure, it can be shown that the

two regularity conditions are satisfied under 𝐻0 as well.
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9.9 Appendix 9B

Proof of theorem 9

When 𝑘 = 0, all mobile nodes are in stationary mode. Then we have,

𝐾𝑠(𝑛𝐷, 0) = (2𝜌′ + 𝛽2)
∑
𝑗∈𝒱

𝑃 𝑠
𝑑𝑗 (𝑛𝐷𝑇𝑠)− 𝛽2

∑
𝑗∈𝒱

𝑃 𝑠
𝑑𝑗
2(𝑛𝐷𝑇𝑠)

−
⎛
⎝∑

𝑗∈𝒱
𝑃 𝑠
𝑑𝑗 (𝑛𝐷𝑇𝑠)

⎞
⎠

2

− 𝜌′2 (9.48)

If 𝐾𝑠(𝑛𝐷, 0) ≤ 0, we have 𝑓2(𝑘)−𝑓1(𝑘) ≥ 𝐾𝑠(𝑛𝐷, 𝑘) for 𝑘 = 0 since 𝑓2(0)−𝑓1(0) = 0

from the definition of 𝑓1(.) and 𝑓2(.). Also from the claim 1 (given below), we can

see that then 𝑓2(𝑘)− 𝑓1(𝑘) ≥ 𝐾𝑠(𝑛𝐷, 𝑘) for all 𝑘 ≥ 0. Then we have 𝐾0 = 0, where

no need for any node to be mobile to achieve the desired performance level within a

desired delay constraint. Now, if 𝐾𝑠(𝑛𝐷, 0) > 0, in the following we prove that, we

can find a unique 1 ≥ 𝐾0 ≤ 𝑁𝑚 such that 𝑓2(𝑘)− 𝑓1(𝑘) ≥ 𝐾𝑠(𝑛𝐷, 𝑘) for 𝑘 ≥ 𝐾0 and

𝑓2(𝑘) − 𝑓1(𝑘) < 𝐾𝑠(𝑛𝐷, 𝑘) for 𝑘 < 𝐾0. The uniqueness of such 𝐾0 is followed from

claim 1. If 𝑓2(𝑘) − 𝑓1(𝑘) < 𝐾𝑠(𝑛𝐷, 𝑘) for all 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑁𝑚, it implies that the

required performance level can not be achieved within the desired delay constraint

even if all mobile nodes are directed to move.

To prove the uniqueness of 𝐾0, we prove the following.

Claim 1. If 𝑓2(𝑘)−𝑓1(𝑘) ≥ 𝐾𝑠(𝑛𝐷, 𝑘) then 𝑓2(𝑘+1)−𝑓1(𝑘+1) ≥ 𝐾𝑠(𝑛𝐷, 𝑘+1) for

𝑘 = 1, ⋅ ⋅ ⋅ , 𝑁𝑚. Also, if 𝑓2(𝑘)− 𝑓1(𝑘) ≤ 𝐾𝑠(𝑛𝐷, 𝑘) we have 𝑓2(𝑘 − 1)− 𝑓1(𝑘 − 1) ≤

𝐾𝑠(𝑛𝐷, 𝑘 − 1).
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Proof. First we prove that if 𝑓2(𝑘)− 𝑓1(𝑘) ≥ 𝐾𝑠(𝑛𝐷, 𝑘) then 𝑓2(𝑘 + 1)− 𝑓1(𝑘 + 1) ≥

𝐾𝑠(𝑛𝐷, 𝑘+1). Note that, when necessary, we use 𝑃 𝑠
𝑑𝑘

(𝑛𝐷𝑇𝑠) and 𝑃𝑚
𝑑𝑘

(𝑛𝐷𝑇𝑠) to denote

the detection probability at the 𝑘-th mobile node at time 𝑛𝐷𝑇𝑠 at its stationary

configuration and mobile configuration, respectively. We have,

𝑓2(𝑘 + 1)− 𝑓1(𝑘 + 1) =

⎛
⎝𝑘+1∑

𝑗=1

𝑃𝑚
𝑑𝑗 (𝑛𝐷𝑇𝑠)

⎞
⎠

2

+ 𝛽2
𝑘+1∑
𝑗=1

𝑃𝑚
𝑑𝑗

2(𝑛𝐷𝑇𝑠) + 2

𝑘+1∑
𝑗=1

𝑃𝑚
𝑑𝑗 (𝑛𝐷𝑇𝑠)

∑
𝑗∈𝒱𝑘𝑠

𝑃 𝑠
𝑑𝑗 (𝑛𝐷𝑇𝑠)

− (2𝜌′ + 𝛽2)
𝑘+1∑
𝑗=1

𝑃𝑚
𝑑𝑗
(𝑛𝐷𝑇𝑠)

= 𝑓2(𝑘)− 𝑓1(𝑘) + (1 + 𝛽2)𝑃𝑚
𝑑𝑘+1

2(𝑛𝐷𝑇𝑠)

+ 2𝑃𝑚
𝑑𝑘+1

(𝑛𝐷𝑇𝑠)

⎛
⎝ 𝑘∑

𝑗=1

𝑃𝑚
𝑑𝑗 (𝑛𝐷𝑇𝑠) +

∑
𝑗∈𝒱𝑘+1

𝑠

𝑃 𝑠
𝑑𝑗 (𝑛𝐷𝑇𝑠)

⎞
⎠

− 2𝑃 𝑠
𝑑𝑘+1

(𝑛𝐷𝑇𝑠)

𝑘∑
𝑗=1

𝑃𝑚
𝑑𝑗 (𝑛𝐷𝑇𝑠)− (2𝜌′ + 𝛽2)𝑃𝑚

𝑑𝑘+1
(𝑛𝐷𝑇𝑠) (9.49)

Now adding and subtracting 𝐾𝑠(𝑛𝐷, 𝑘) to the right hand side of (9.49), we will get,

𝑓2(𝑘 + 1)− 𝑓1(𝑘 + 1) = [𝑓2(𝑘)− 𝑓1(𝑘)−𝐾𝑠(𝑛𝐷, 𝑘)] +𝐾𝑠(𝑛𝐷, 𝑘) + (1 + 𝛽2)𝑃𝑚
𝑑𝑘+1

2

+ 2𝑃𝑚
𝑑𝑘+1

⎛
⎝ 𝑘∑

𝑗=1

𝑃𝑚
𝑑𝑗 +

∑
𝑗∈𝒱𝑘+1

𝑠

𝑃 𝑠
𝑑𝑗

⎞
⎠− 2𝑃 𝑠

𝑑𝑘+1

𝑘∑
𝑗=1

𝑃𝑚
𝑑𝑗 − (2𝜌′ + 𝛽2)𝑃𝑚

𝑑𝑘+1
(9.50)

where we dropped argument 𝑛𝐷𝑇𝑠 such that 𝑃 𝑠
𝑑𝑘

(𝑛𝐷𝑇𝑠) = 𝑃 𝑠
𝑑𝑘

and 𝑃𝑚
𝑑𝑘

(𝑛𝐷𝑇𝑠) =

𝑃𝑚
𝑑𝑘

for simplicity. Substituting for 𝐾𝑠(𝑛𝐷, 𝑘) from ( 9.39) and using the fact that
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𝑓2(𝑘)− 𝑓1(𝑘) ≥ 𝐾𝑠(𝑛𝐷, 𝑘), after simplification (9.50) reduces to (9.51).

𝑓2(𝑘 + 1) − 𝑓1(𝑘 + 1)

≥ 𝐾𝑠(𝑛𝐷 , 𝑘 + 1) +
(
𝑃𝑚
𝑑𝑘+1

− 𝑃 𝑠
𝑑𝑘+1

)⎡⎣𝛽2(𝑃𝑚
𝑑𝑘+1

+ 𝑃 𝑠
𝑑𝑘+1

− 1) + 2

⎛
⎝𝑘+1∑
𝑗=1

𝑃𝑚
𝑑𝑗

+
∑
𝑗∈𝒱𝑘

𝑠

𝑃 𝑠
𝑑𝑗

− 𝜌′
⎞
⎠
⎤
⎦ (9.51)

Note that we use 𝑃 𝑠
𝑑𝑘

(𝑛𝐷𝑇𝑠) to denote the detection probability at the 𝑘-th mobile

node at time 𝑛𝐷𝑇𝑠 at its stationary configuration, as mentioned before. In (9.51)

Since mobility towards the target improves the detection probability at the 𝑘-th

mobile node, we have 𝑃𝑚
𝑑𝑘+1

(𝑛𝐷𝑇𝑠)− 𝑃 𝑠
𝑑𝑘+1

(𝑛𝐷𝑇𝑠) ≥ 0. Using this fact, and with the

assumption that 𝑃𝑚
𝑑𝑘

(𝑛𝐷𝑇𝑠), 𝑃
𝑠
𝑑𝑘

(𝑛𝐷𝑇𝑠) ≥ 1
2

for 𝑘 ∈ 𝒱 (which holds true in practice

for sufficient 𝑛𝐷𝑇𝑠) the second term of the right hand side of the inequality (9.51) is

positive. Then we have,

𝑓2(𝑘 + 1)− 𝑓1(𝑘 + 1) ≥ 𝐾𝑠(𝑛𝐷, 𝑘 + 1) (9.52)

as required. Following a similar approach, we can prove that 𝑓2(𝑘− 1)− 𝑓1(𝑘− 1) ≤

𝐾𝑠(𝑛𝐷, 𝑘 − 1) if 𝑓2(𝑘)− 𝑓1(𝑘) ≤ 𝐾𝑠(𝑛𝐷, 𝑘).

217



Chapter 10

Particle Filter Based Target

Tracking with Reactive Mobility

10.1 Introduction

The Bayesian approach provides the general framework to solve dynamic state esti-

mation problems, in which the key is to construct the probability density function

(pdf) of the underlying state vector based on available observations. When the

state dynamics and observation models are linear and Gaussian, the optimal min-

imum mean squared error (MMSE) estimator is given by the well known Kalman

filter [105]. However, in most real world applications, dynamic state estimation prob-

lems are non-linear and non-Gaussian. Under the Bayesian approach, for non-linear

and non-Gaussian problems, obtaining the optimal solution in closed-form is not

tractable. In such cases, several sub-optimal approaches such as extended Kalman
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filter [5] and Gaussian sum filter [121] are used to solve the problem with certain

approximations. However, these sub-optimal approaches become inefficient when

the system is highly non-linear and non-Gaussian. Numerical techniques based on

sequential Monte-Carlo methods are proposed as an alternative to solve this prob-

lem where the idea is to approximate the required posterior pdfs by discrete random

measures. [49] proposed the idea of particle filtering where the required pdf is repre-

sented as a set of random sampling. A detailed description of particle filtering can

be found in [8, 40].

Use of particle filtering for target tracking was addressed by many authors in the

literature with static sensor networks, [21,35,41,54,100,101]. For example, in [41] tar-

get tracking based on binary observations in a static sensor network was considered,

where the tracking is performed at a central fusion center. In [100], tracking algo-

rithm based on particle filters incorporating imperfect communication between sensor

nodes and the fusion center is proposed. When the target tracking is performed at a

centralized fusion center, each node in the network has to forward its raw or locally

processed observations to the central unit, perhaps via long-range communication,

which indeed consumes a large transmit power at nodes. Since many practical sen-

sor networks are operated with sensor nodes which have limited battery power, it is

desirable that the tracking is performed distributively utilizing the limited resources

efficiently. Distributed implementation of particle filters is proposed in some recent

work [12, 36, 52, 53, 84, 115, 160]. In [12], the computational burden of a centralized

particle filter is divided into distributed stations. In [36], a distributed particle fil-

ter (DPF) for a sensor network is proposed when the observation likelihood can be

factorized, where each node maintains a separate particle filter. In [115], another ap-

proach for distributed particle filter was proposed for multiple target tracking where

the DPFs are performed at different uncorrelated sensor cliques which are formed

based on different target trajectories. The main feature of this scheme is that the

central posterior distribution can be represented as a product of posterior pdfs at
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different uncorrelated sensor cliques. The locally estimated posterior distributions

(beliefs) based on particle filters are transmitted between different sensor cliques via

low dimensional Gaussian mixture model. In [52, 53], a distributed consensus based

particle filters are proposed where each distributed node performs PF in parallel at

each node. In all above distributed particle filter approaches, all nodes in the net-

work are active at every time and participate in the tracking task. However, all the

nodes in the network might not have rich information regarding the target state as

the target moves. Thus it is of interest to obtain observations from sensors which

have useful information and allow the rest of the nodes to be idle saving energy.

On the other hand, most of the above work on target tracking considered static

sensor networks. Target tracking in mobile sensor networks is addressed recently in,

[75,76,99,159]. In [99,159], the tracking task was performed based on Kalman filters

assuming linear dynamic models and information driven approaches for mobility

management for the mobile nodes are presented. Target tracking with particle filters

in a mobile sensor network based on a centralized approach was considered in [75,

76]. Use of hybrid sensor networks consisting of both static and mobile nodes for

target tracking is addressed in [68] where the mobile nodes are used to aid the data

propagation when the communication ranges of static nodes are limited.

In this Chapter, our focus is on developing a target tracking algorithm based on

distributed particle filtering in a hybrid sensor network consisting of both static and

mobile nodes. We exploit the node mobility to compensate for the lack of coverage

resulted by static nodes dynamically. To the best of our knowledge, a tracking

algorithm in a hybrid sensor network exploiting the node mobility dynamically to

compensate for the lack of coverage by static nodes, is not addressed in the literature.

In the proposed scheme, the network is partitioned into clusters and each time only

one cluster is active. The corresponding cluster head performs the tracking task

at the given time. Since nodes have to communicate with only their cluster heads,
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they do not necessarily need to have long communication ranges. The active cluster

head is selected based on the predicted target locations. When the active cluster

head is selected, the associate sensor nodes are activated and asked to send their

local measurements to the corresponding cluster head. An example illustration of

cluster based network for target tracking consisting of both static and mobile nodes is

shown in Fig. 10.1 in which cluster heads are equi-spaced. In the proposed tracking

algorithm, the main idea is to maintain a certain coverage level for the predicted

target location at each time step. By coverage level, we mean that each predicted

target location at time 𝑘, is covered by exactly or approximately by a certain number

(say 𝛽) of sensor nodes. The predicted target location is 𝛽 covered essentially means

that there is at least 𝛽 number of nodes located within a certain distance (which

is a design parameter and is discussed in Section 10.4 in detail) from the predicted

target location. The terms 𝑒𝑥𝑎𝑐𝑡 and 𝑎𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑒 coverages are explained in a later

section of the Chapter. If the predicted position at time 𝑘 is already covered by

𝛽-number of static nodes, then mobile nodes are not needed to move during time

𝑘 to 𝑘 + 1. Otherwise, to maintain the 𝛽-coverage (exact or approximate) mobile

nodes are moved taking the energy and speed constraints into account.

We consider cases where nodes transmit their raw observations as well as binary

decisions to the cluster head to perform the tracking task. In the binary sensor

observation model, only 1 bit of information is transmitted to the cluster head by

each node representing the present/absent of the target. In the proposed scheme,

since nodes communicate only with their cluster heads, the node transmit power is

drastically reduced compared to that with centralized approach. On the other hand,

only a certain portion of nodes are making measurements at a given time while

the rest of the nodes are inactive saving node energy. Thus the proposed tracking

algorithm is robust against node as well as cluster head failures. We also derive

the Posterior Cramér-Rao lower bounds (PCRLB) for the states and compare the

performance of the proposed tracking algorithm with the derived lower bound.
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Mobile node locations at 
a given time

Static node locations Active/inactive cluster heads

Communication with CH
Movements of mobile nodes

Predicted target 
traversal

Figure 10.1: Cluster based target tracking with reactive mobility

The Chapter is organized as follows. Section 10.2 presents the system model and

problem formulation. In Section 10.3, the cluster based distributed target tracking

by particle filtering for raw as well as binary observations, is explained. Proposed

node mobility management scheme is discussed in Section 10.4. PCRLB analysis

for state estimates for both raw and binary observations is given in Section 10.5.

Performance results are shown in 10.6 and concluding remarks are given in 10.7
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10.2 Problem Formulation and System Model

10.2.1 Sensor network model

We consider a hybrid sensor network consisting of 𝑛𝑠 number of static nodes and 𝑛𝑚

number of mobile nodes. Denote 𝑛 = 𝑛𝑠 + 𝑛𝑚 to be the total number of nodes. In

general we assume that 𝑛𝑚 << 𝑛𝑠, since deploying a large number of mobile nodes is

not as cost effective as deploying static nodes. Let 𝒱 be the set containing all node

indices in the network and 𝒱𝑚 and 𝒱𝑠 to be the sets containing mobile and static

node indices, respectively.

10.2.2 State dynamics model

We consider the problem of tracking a single target which is moving in 2-dimensional

𝑋 × 𝑌 plane. Denote x𝑘 = [𝑥1𝑘 𝑥2𝑘 ˙𝑥1𝑘 ˙𝑥2𝑘]
𝑇 to be the target state vector at time 𝑘

where first two elements represent the target position and the latter two elements of

x𝑘 represent the speed of the target in 𝑋 and 𝑌 directions, respectively. We assume

following linear dynamic model for the target state:

x𝑘 = F𝑘x𝑘−1 + 𝝂𝑘, (10.1)

for 𝑘 = 1, 2, ⋅ ⋅ ⋅ , with the initial known distribution, 𝑝(x0) for x0 where F𝑘 is a 4×4

matrix that models the state kinematics and is defined as, [29]

F𝑘 =

⎛
⎜⎜⎜⎜⎜⎝

1 0 𝑇𝑠 0

0 1 0 𝑇𝑠

0 0 1 0

0 0 0 1

⎞
⎟⎟⎟⎟⎟⎠
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where 𝑇𝑠 the time difference between two consecutive measurements (or sampling

period). The noise vector 𝝂𝑘 is assumed to be zero mean Gaussian with covariance

matrix 𝑄 where 𝑄 is given by [29],

𝑄 = 𝜎2𝜈

⎛
⎜⎜⎜⎜⎜⎝

𝑇 3
𝑠

3
0 𝑇 2

𝑠

2
0

0 𝑇 3
𝑠

3
0 𝑇 2

𝑠

2

𝑇 2
𝑠

2
0 𝑇𝑠 0

0 𝑇 2
𝑠

2
0 𝑇𝑠

⎞
⎟⎟⎟⎟⎟⎠ ,

which models the acceleration terms in 𝑋 and 𝑌 directions. 𝜎2𝜈 is a scalar which

controls the intensity of the process noise. We assume that the dynamic model

(10.1) performs a Markov transition and is represented by the conditional transition

probability density, 𝑝(x𝑘∣x𝑘−1). The above state dynamical model is justifiable in

modeling targets’ acceleration components using random noise and targets move with

a constant velocity [29, 101].

10.2.3 Observation model

We assume that the signal emitted by the target is attenuated with the distance from

the target according to the following model:

𝑧𝑗,𝑘 = ℎ𝑗,𝑘(x𝑘) + 𝑣𝑗,𝑘,

=
𝐴0

∣r𝑗,𝑘 − x̃𝑘∣𝛼/2 + 𝑣𝑗,𝑘, 𝑓𝑜𝑟 𝑗 ∈ 𝒱 (10.2)

where 𝑧𝑗,𝑘 is the 𝑗-th node’s observation at time 𝑘, x̃𝑘 = [x𝑘(1) x𝑘(2)]
𝑇 = [𝑥1𝑘 𝑥2𝑘]

𝑇 ,

r𝑗,𝑘 = (𝑟𝑗,𝑘, 𝑠𝑗,𝑘) is the position of the 𝑗-th node at time 𝑘, 𝐴0 is the amplitude of the

signal emitted by the target and 𝑣𝑗,𝑘 is the observation noise which is assumed to

be zero mean Gaussian with variance 𝜎2𝑣 and independent across sensor nodes, and

224



Chapter 10. Particle Filter Based Target Tracking with Reactive Mobility

𝛼 is the path-loss attenuation index, which is assumed to be 2 throughout. Note

that for static node locations, we use r𝑗,𝑘 = r𝑗 = (𝑟𝑗 , 𝑠𝑗) by dropping the time index

since static node locations do not change over time. The observation model 10.2 is

justifiable for targets in which the emitted signals follow the power attenuation model

that inversely proportional to the distance (e.g. acoustic sources) [41, 100, 114].

10.2.4 Node mobility model

Initially, mobile nodes are assumed to be stationary and are directed to move to

improve the tracking performance when necessary. When directed at time 𝑘, mobile

node 𝑗 moves with a speed of 𝑢𝑗,𝑘 ∈ [𝑢𝑚𝑖𝑛, 𝑢𝑚𝑎𝑥] in a direction 𝜃𝑗,𝑘 ∈ [0, 2𝜋). Let

(𝑟𝑗,𝑘, 𝑠𝑗,𝑘) denotes the location of the 𝑗-th mobile node at time 𝑘, as defined before.

Then the location (𝑟𝑗,𝑘+1, 𝑠𝑗,𝑘+1) of the 𝑗-th mobile node at time 𝑘 + 1 is given by

𝑟𝑗,𝑘+1 = 𝑟𝑗,𝑘 + 𝑇𝑠𝑢𝑗,𝑘 cos 𝜃𝑗,𝑘

𝑠𝑗,𝑘+1 = 𝑠𝑗,𝑘 + 𝑇𝑠𝑢𝑗,𝑘 sin 𝜃𝑗,𝑘

for 𝑗 ∈ 𝒱𝑚.
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10.3 Cluster Based Target Tracking by Particle

Filters

10.3.1 Centralized particle filter

With raw observations

In the centralized approach, we assume that each node 𝑗 sends its raw observations

given by (10.2) to a central fusion center where the fusion center performs the tracking

algorithm based on the observations obtained from sensor nodes. We assume that

the observations are sent to the fusion center over AWGN channel. The received

signal at the fusion center from the 𝑗-th node at time 𝑘 is,

𝑦𝑗,𝑘 = 𝑧𝑗,𝑘 + 𝜖𝑗,𝑘, for 𝑗 ∈ 𝒱, (10.3)

where 𝜖𝑗,𝑘 is the received noise which is assumed to be Gaussian with mean zero and

the variance 𝜎2𝜖 .

With binary observations

Since sensor nodes are equipped with limited battery power and limited computation

and communication capabilities, it is desired that raw observations are processed lo-

cally to produce a summary of the observations and transmit. In the following we con-

sider the case where each local node makes a binary decision on target present/absent

at each time 𝑘, as given below and transmits only 1 bit information to the fusion

center if the target is present.
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We assume that each node 𝑗 makes a binary decision on the target present/absent

at each time 𝑘 based on its own observation 𝑧𝑗,𝑘 according to the following rule:

𝛿𝑗,𝑘 =

⎧⎨
⎩ 1 𝑖𝑓 𝑧𝑗,𝑘 ≥ 𝜏𝑗,𝑘

0 𝑖𝑓 𝑧𝑗,𝑘 < 𝜏𝑗,𝑘
, for 𝑗 ∈ 𝒱. (10.4)

where 𝜏𝑗,𝑘 is the detection threshold at the 𝑗-th node at time 𝑘. If a constant threshold

test is performed at each node at each time, we set 𝜏𝑗,𝑘 = 𝜏 for all 𝑗 ∈ 𝒱 and for all

𝑘. The received signal at the fusion center from the 𝑗-th node at time 𝑘 is,

𝑦𝑗,𝑘 = 𝛿𝑗,𝑘 + 𝜖𝑗,𝑘, for 𝑗 ∈ 𝒱. (10.5)

where 𝜖𝑗,𝑘 is the received noise which is assumed to be Gaussian with mean zero and

the variance 𝜎2𝜖 , as before.

Now the problem is to estimate the state vector x𝑘 based on the observation

vector y1:𝑘 up to time 𝑘, where y1:𝑘 = [𝑦1,1:𝑘, 𝑦2,1:𝑘, ⋅ ⋅ ⋅ , 𝑦𝑛,1:𝑘].

According to Bayes formulation, to estimate the target state at time 𝑘, it is re-

quired to construct the posterior distribution 𝑝(x𝑘∣y1:𝑘) with the initial pdf 𝑝(x0∣y0) =

𝑝(x0). The pdf 𝑝(x𝑘∣y1:𝑘) is constructed in two stages: prediction and update.

prediction

If the pdf 𝑝(x𝑘−1∣y1:𝑘−1) is available at time 𝑘 − 1, the predicted pdf 𝑝(x𝑘∣y1:𝑘−1) is

obtained as [8]

𝑝(x𝑘∣y1:𝑘−1) =

∫
𝑝(x𝑘∣x𝑘−1)𝑝(x𝑘−1∣y1:𝑘−1)𝑑x𝑘−1. (10.6)
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update

When the observations y𝑘 are available at time 𝑘, the required posterior distribution

to estimate x𝑘 is updated as [8],

𝑝(x𝑘∣y1:𝑘) =
𝑝(y𝑘∣x𝑘)𝑝(x𝑘∣y1:𝑘−1)

𝑝(y𝑘∣y1:𝑘−1) . (10.7)

If the state dynamic model and the observation model are linear and Gaussian,

an analytical solution for the optimal MMSE estimate x̂𝑘∣𝑘 for the state vector can be

obtained based on well known Kalman filter. However, although the state dynamic

model (10.1) is linear and Gaussian, the observation model used in this Chapter is

non-linear. In such situations, there is no analytically tractable solution for optimal

estimator based on (10.6) and (10.7). Thus we use a sequential Monte Carlo approach

to approximate the posterior pdf (10.7) with particle filters [8].

Particle filters for centralized target tracking

Denote 𝒳𝑘 = {x𝑖
𝑘, 𝑤

𝑖
𝑘}𝑆𝑖=1 to be the random measure that characterizes the posterior

pdf 𝑝(x𝑘∣y1:𝑘) where 𝑆 is the number of samples. Then 𝑝(x𝑘∣y1:𝑘) can be approxi-

mated as [8],

𝑝(x𝑘∣y1:𝑘) ≈
𝑆∑

𝑖=1

𝑤𝑖
𝑘𝛿(x𝑘 − x𝑖

𝑘),

where 𝛿(.) here is the Dirac delta function. Then the target estimate at time 𝑘,

(which is the mean of the posterior pdf 𝑝(x𝑘∣y1:𝑘)) can be obtained by the sum,

x̂𝑘∣𝑘 ≈
𝑆∑

𝑖=1

𝑤𝑖
𝑘x

𝑖
𝑘
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and the covariance matrix 𝑈𝑘∣𝑘 of the estimate is,

𝑈𝑘∣𝑘 =

𝑆∑
𝑖=1

𝑤𝑖
𝑘(x

𝑖
𝑘 − x̂𝑘∣𝑘)(x𝑖

𝑘 − x̂𝑘∣𝑘)𝑇 .

The predicted state x̂𝑘+1∣𝑘 and the covariance matrix 𝑈𝑘+1∣𝑘 can be obtained by the

state dynamic model in (10.1):

x̂𝑘+1∣𝑘 = Fx̂𝑘∣𝑘

𝑈𝑘+1∣𝑘 = F𝑈𝑘∣𝑘F𝑇 + 𝑄.

10.3.2 Distributed cluster based target tracking for hybrid

sensor network

As well known, the problem of the centralized tracking algorithm is that the reliability

of the network fusion depends on the reliability of the central unit. Also since all

nodes in the network have to forward their local measurements to the central unit,

a large communication power is needed for nodes.

In the following we propose a cluster-based tracking algorithm for mobile target

tracking in the hybrid sensor network. In the proposed algorithm, we assume that

there are few static nodes with high processing capabilities which act as cluster heads.

The cluster head formation can be performed at the deployment stage, for example,

based on Voronoi partitions. Note that there are both static and mobile nodes in

the network. Thus, when a cluster is formed at the deployment stage, there is a

fixed number of static nodes belong to each cluster. Depending on the mobile nodes’

mobility, the number of mobile nodes belonging to a particular cluster may change

over time. Thus, for a given time there is a variable number of total nodes for a
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given cluster head. In the proposed tracking algorithm, we assume that each cluster

head keeps track on the mobile nodes entering and leaving the corresponding cluster

at each time.

Let 𝐶 be the total number of clusters (or cluster heads) in the network and 𝑛𝑐,𝑘 be

the number of total nodes belongs to the cluster 𝑐 at time 𝑘, for 𝑐 = 1, ⋅ ⋅ ⋅ , 𝐶. In the

proposed tracking algorithm, we assume that only one cluster head performs tracking

on the moving object at a given time. The active cluster head is selected as the closest

one to the predicted target position at each time. In the cluster based approach, each

node belonging to the cluster 𝑐, sends its observation to the cluster head of the 𝑐-th

cluster, 𝐶𝐻𝑐 for 𝑐 = 1, 2, ⋅ ⋅ ⋅ , 𝐶. Since nodes have to communicate only with their

cluster heads, a significant reduction of transmit power can be achieved compared

to the centralized approach. On the other hand, the cluster head performing the

tracking task is changing over time according to the predicted target locations. Thus

one cluster head does not have to be active all the time. The proposed cluster based

approach is summarized in the following with the assumptions:

∙ There is a total of 𝐶 clusters (or cluster heads).

∙ Each cluster has a fixed number of static nodes and a varying number of mobile

nodes at a given time.

∙ Each cluster head is assumed to have the knowledge of locations of static nodes

and the mobile nodes belong to itself at a given time.

∙ Only the nodes in the active cluster makes observations on the target state,

while other nodes in the network are in inactive mode.

∙ At each time 𝑘, the active cluster head performs particle filtering and makes

an estimate of the underlying state.
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∙ Once the target state is estimated at time 𝑘, the next active cluster head is

selected based on the predicted target position. The current cluster head talks

to its neighbors to determine the next cluster head. If the next cluster head

is different from the current cluster head, current CH transmits the necessary

information to the next CH, to perform the tracking task.

∙ Cluster heads can communicate with neighboring cluster heads, but slave nodes

in a particular cluster communicate only with the cluster head.

Denote y𝑐,1:𝑘 = [𝑦1,1:𝑘, 𝑦2,1:𝑘, ⋅ ⋅ ⋅ , 𝑦𝑛𝑐,𝑘,1:𝑘] be the observation vector at 𝐶𝐻𝑐 up to

time 𝑘. We propose to use Sampling importance resampling (SIR) particle filter [8]

at the active cluster head, due to its implementation convenience. According to SIR

filter, the particles are generated from the state transition probability:

x𝑖
𝑘 ∼ 𝑝(x𝑘∣x𝑖

𝑘−1) (10.8)

and the corresponding weights are updated according to

𝑤𝑖
𝑘 ∝ 𝑝(y𝑐,𝑘∣x𝑖

𝑘) (10.9)

where y𝑐,𝑘 is the observation vector at time 𝑘 at 𝐶𝐻𝑐.

With raw observations

With raw observations, from (10.2) and (10.3), the conditional pdf 𝑝(y𝑐,𝑘∣x𝑘) for the

𝑐-th cluster head is given by,

𝑝(y𝑐,𝑘∣x𝑘) = 𝒩 (ã𝑐,𝑘, 𝑅̃𝑐,𝑘) (10.10)
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where ã𝑐,𝑘 = [𝑎1,𝑘, 𝑎2,𝑘, ⋅ ⋅ ⋅ , 𝑎𝑛𝑐,𝑘,𝑘]
𝑇 is a 𝑛𝑐,𝑘-length vector with,

𝑎𝑗,𝑘 =
𝐴0

∣r𝑗,𝑘 − x̃𝑘∣𝛼/2 , 𝑓𝑜𝑟 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑛𝑐,𝑘, (10.11)

and 𝑅̃𝑐,𝑘 = (𝜎2𝑣 + 𝜎2𝜖 )I𝑐,𝑘 where I𝑐,𝑘 is the 𝑛𝑐,𝑘 × 𝑛𝑐,𝑘 identity matrix.

Then the weight update of the SIR filter at 𝐶𝐻𝑐 at time 𝑘 can be performed as

𝑤𝑖
𝑐,𝑘 ∝ 𝑝(y𝑐,𝑘∣x𝑖

𝑘) = 𝒩 (ã𝑐,𝑘(x
𝑖
𝑘), 𝑅̃𝑐,𝑘).

With binary observations

With binary observations, the conditional observation likelihood function is given

by,

𝑝(y𝑐,𝑘∣x𝑘) =
𝑛𝑐,𝑘∏
𝑗=1

(
𝑝𝛿𝑗,𝑘𝒩 (𝑦𝑗,𝑘; 1, 𝜎

2
𝜖 ) + (1− 𝑝𝛿𝑗,𝑘)𝒩 (𝑦𝑗,𝑘; 0, 𝜎

2
𝜖 )
)

(10.12)

where 𝑝𝛿
𝑗,𝑘(x𝑘) = 𝑄

(
𝜏𝑗,𝑘−𝑎𝑗,𝑘(x𝑘)

𝜎𝑣

)
and we use 𝒩 (𝑥;𝜇, 𝜎2) to denote that 𝑥 is dis-

tributed as Gaussian with mean 𝜇 and variance 𝜎2. Then the weight updating of the

SIR particle filter with binary observations at cluster head 𝐶𝐻𝑐 at time 𝑘 is given

by,

𝑤𝑖
𝑐,𝑘 ∝

𝑛∏
𝑗=1

(
𝑝𝛿𝑗,𝑘𝒩 (𝑦𝑗,𝑘; 1, 𝜎

2
𝜖 ) + (1− 𝑝𝛿𝑗,𝑘)𝒩 (𝑦𝑗,𝑘; 0, 𝜎

2
𝜖 )
)

Note that we drop 𝑥 in the term 𝒩 (𝑥;𝜇, 𝜎2) in the rest of the Chapter for clarity,

when there is no ambiguity. Denote x̂𝑐,𝑘∣𝑘 and 𝑈𝑐,𝑘∣𝑘 be the state estimator and the

error covariance matrix at the 𝑐-th cluster head at time 𝑘. Then the estimator and

232



Chapter 10. Particle Filter Based Target Tracking with Reactive Mobility

the error covariance matrix at the cluster head 𝐶𝐻𝑐 are given by,

x̂𝑐,𝑘∣𝑘 ≈
𝑆∑

𝑖=1

𝑤𝑖
𝑐,𝑘x

𝑖
𝑘

and

𝑈𝑐,𝑘∣𝑘 ≈
𝑆∑

𝑖=1

𝑤𝑖
𝑐,𝑘(x

𝑖
𝑘 − x̂𝑐,𝑘∣𝑘)(x𝑖

𝑘 − x̂𝑐,𝑘∣𝑘)𝑇 ,

respectively. The predicted estimator and the error covariance matrices are given by,

x̂𝑐,𝑘+1∣𝑘 = Fx̂𝑐,𝑘∣𝑘

𝑈𝑐,𝑘+1∣𝑘 = F𝑈𝑐,𝑘∣𝑘F𝑇 + 𝑄.

Once the estimator is computed at time 𝑘 at 𝐶𝐻𝑐, we assume that the cluster

head that should perform the tracking task at time 𝑘 + 1 is selected based on the

predicted position estimate, ˆ̃x𝑐,𝑘+1∣𝑘. Denote r𝑐 be the location of the 𝑐-th cluster

head for 𝑐 = 1, ⋅ ⋅ ⋅ , 𝐶. Then, the cluster head that should perform the tracking task

at time 𝑘 + 1 is selected as,

𝐶𝐻 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝐶𝐻𝑖,𝑖∈𝒩𝑐

∣ˆ̃x𝑐,𝑘+1∣𝑘 − r𝑖∣, (10.13)

where 𝒩𝑐 is the indices of the neighboring cluster heads of the cluster head 𝐶𝐻𝑐

including itself. Note that, by selecting the next 𝐶𝐻 as in (10.13), that is the one

which is closest the predicted target position at time 𝑘, the next cluster head is able to

collect a set of rich observations on the target state. Let 𝐶𝐻 = 𝐶𝐻𝑑. If the selected

𝐶𝐻 , 𝐶𝐻𝑑 ∕= 𝐶𝐻𝑐, then, 𝐶𝐻𝑐 transmits its estimator to 𝐶𝐻𝑑. Then for the particle

filtering, 𝐶𝐻𝑑 samples particles from 𝑝(x𝑘+1∣x𝑘 = x̂𝑐,𝑘∣𝑘) and weight updating is

performed based on the observation likelihood at 𝐶𝐻𝑑 at time 𝑘+1. Further, for the
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discussion in this dissertation, we assume that communication between cluster heads

is via perfect channels. This assumption is justifiable, since we assume that there

are few cluster heads in the networks and they have sufficient power and processing

capabilities such that two neighboring cluster heads can communicate each other

with a sufficient transmit power such that the messages transmitted by one cluster

head can be reconstructed with a negligible error at the receiving cluster head.

10.4 Node mobility management

In this Section we discuss the proposed node mobility scheme for the target tracking

in the hybrid sensor network for dynamic coverage improvement as required. The

idea is to maintain a continuous 𝛽-coverage (exact or approximate) on the predicted

trace of the moving target’s trajectory at each time 𝑘. We call a point r0 is 𝛽-covered

if there is at least 𝛽-number of sensors located within the disk denoted by 𝐷(r0, 𝑟𝐷)

centered at r0 with a radius of 𝑟𝐷 where 𝑟𝐷 is a design parameter.

When the target state is estimated at time 𝑘, the idea is to maintain a 𝛽-coverage

for the next target location at time 𝑘 + 1 such that it can be tracked with high

accuracy. Note that with the assumed observation model (10.2), the signal strength

emitted by the target decays as the distance from the target is increasing. Thus

the sensor nodes located closer to the target position at a given time make rich

observations while those located far away from the current target location make

poor observations. To better track the target at every time step, it is necessary to

maintain a certain number of nodes very close to the target location at each time

such that they receive rich observations. Let 𝑟𝐷 be the distance from the target

where we call the nodes within this distance receive rich observations. 𝑟𝐷 can be

selected such that the signal strength received at any node located within the disk
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𝐷(r0, 𝑟𝐷) from a target when the target is located at r0, exceeds a certain threshold.

One straight-forward way of maintaining a 𝛽-coverage with a static network is to

deploy a large number of nodes in the desired region such that each point in the

region is covered by 𝛽-number of nodes. However, when it is necessary to cover a

large region, to achieve this a large number of static nodes may be required. On the

other hand, after the initial deployment if the nodes become inactive (due to node

power failure or node breakage, etc..) the required 𝛽-coverage at each point cannot

be achieved. Thus it is of interest to allow a certain number of mobile nodes with

static nodes such that the lack of coverage results in a static network is compensated

by the node mobility when necessary, taking their speed and energy limitation into

account.

When a predicted target location at a given time is covered by at least 𝛽-number

of static nodes we say exact 𝛽-coverage is achieved at the predicted target location. If

the required position is not covered by 𝛽-number of static nodes, the required number

of mobile nodes are directed to move the minimum distance needed to provide a 𝛽-

coverage. At time 𝑘, if the predicted target location is ˆ̃x𝑐,𝑘+1∣𝑘, if all the required

number of mobile nodes can reach the desired destination to provide 𝛽-coverage (i.e.

they can move such that after 𝑇𝑠 time they can be within 𝐷(ˆ̃x𝑐,𝑘+1∣𝑘, 𝑟𝐷)), we call the

position ˆ̃x𝑐,𝑘+1∣𝑘 achieves exact 𝛽-coverage. At sometimes, due to speed limitations

of mobile nodes, some mobile nodes may not be able to reach the disk 𝐷(ˆ̃x𝑐,𝑘+1∣𝑘, 𝑟𝐷)

even if they move with their maximum speed to provide 𝛽-coverage. However, in this

case, since they move the maximum distance they can move towards the predicted

target location so that the signal strength received at their destination is higher than

that of the original location. If this happens, we call an approximate 𝛽-coverage is

achieved at the predicted target location.

The basic idea of the proposed mobility model is illustrated in Fig. 10.2. In

Fig. 10.2, the predicted target location at time 𝑘 is denoted by P𝑘+1∣𝑘 for clarity.
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Figure 10.2: Illustration of providing 𝛽 = 3 coverage at predicted target locations

Assume that the mobile node locations of two clusters 𝐶𝐻1 and 𝐶𝐻2 at time 𝑘 are

represented by solid triangles. Suppose we need to achieve 𝛽 = 3 coverage (exact or

approximate) at each predicted target location. According to static and mobile node

locations, at time 𝑘, it can be seen from Fig. 10.2 that the disk 𝐷(P𝑘+1∣𝑘, 𝑟𝐷) has

three nodes (including cluster heads). Thus no mobile node needs to be moved from

time 𝑘 to 𝑘+1 to cover the predicted location P𝑘+1∣𝑘 to achieve the desired coverage

level. At time 𝑘 + 1, it can be seen that the disk 𝐷(P𝑘+2∣𝑘+1, 𝑟𝐷) has only two

nodes (one mobile and one static). Then to provide 𝛽 = 3 coverage at P𝑘+2∣𝑘+1, the

cluster head 𝐶𝐻1 selects 1 more mobile node to move the desired distance towards

P𝑘+2∣𝑘+1. According to Fig. 10.2, mobile node 𝑚12 is more likely to be selected to

move towards P𝑘+2∣𝑘+1 during time 𝑘 + 1 to 𝑘 + 2. At time 𝑘 + 2, it can be seen

that the predicted target position P𝑘+3∣𝑘+2 belongs to second cluster (with cluster

head 𝐶𝐻2) and the disk 𝐷(P𝑘+3∣𝑘+2, 𝑟𝐷) has only one (mobile) node. Thus two more
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mobile nodes are required to be moved towards 𝐷(P𝑘+3∣𝑘+2, 𝑟𝐷). Now, if the cluster

head 𝐶𝐻2 has the knowledge of mobile node locations only inside its own cluster, it

may direct mobile nodes 𝑚21 and 𝑚23 towards P𝑘+3∣𝑘+2 in time duration 𝑘 + 2 to

𝑘 + 3. However, if 𝐶𝐻2 has the knowledge of mobile node locations of neighboring

clusters it is more likely that 𝐶𝐻2 selects node 𝑚13 to move towards P𝑘+3∣𝑘+2 instead

of 𝑚22 since 𝑚13 is more likely to provide exact coverage by moving a less distance

compared to 𝑚22. Note that when the predicted target location is closer to the

boundaries of the current cluster, there might be situations, as observed just now,

that it might be more efficient to move mobile nodes located closer to predicted

target location in neighboring clusters rather than moving mobile nodes located far

away from the predicted target location in its own cluster. However, to get the

information about mobile node locations in neighboring clusters, it might need to

have communication between neighboring clusters, which will result an additional

cost. Thus there is a trade-off between this additional cost and the performance gain

achieved by using mobile nodes in neighboring clusters in such situations. In this

Chapter we limit our discussion to the case where a cluster head has the knowledge

of mobile nodes only in its own cluster. However, we assume that the current cluster

head communicates with neighboring cluster heads to get location information of

near-by of mobile nodes to the predicted target position (outside its own cluster)

only if the current cluster head does not have sufficient number of mobile nodes to

provide the required 𝛽-coverage.

The proposed node mobility management scheme has 4 basic steps:

∙ The active cluster head checks the number of static nodes 𝑛𝑠,𝐷 within the disk

𝐷(ˆ̃x𝑐,𝑘+1∣𝑘, 𝑟𝐷). If 𝑛𝑠,𝐷 ≥ 𝛽, mobile nodes in the corresponding cluster remain

stationary.

∙ If 𝑛𝑠,𝐷 < 𝛽, the difference (𝛽 − 𝑛𝑠,𝐷) is determined.
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∙ Determine (𝛽−𝑛𝑠,𝐷) number of mobile nodes which should be directed to move.

If the current cluster does not have (𝛽 − 𝑛𝑠,𝐷) number of mobile nodes, the

cluster head communicates with neighboring clusters (which are located close

to the predicted target location) to determine the required number of mobile

nodes needed from neighboring clusters.

∙ Determine the speed and direction of these selected mobile nodes.

Let 𝐶𝐻𝑑 be the candidate cluster head for time 𝑘 + 1 which is selected at time

𝑘 and 𝐶𝐻𝑐 be the active cluster head which performs the tracking task at time 𝑘.

Once 𝐶𝐻𝑐 determines the predicted location ˆ̃x𝑐,𝑘+1∣𝑘, it is transmitted to 𝐶𝐻𝑑 (if

it is different from 𝐶𝐻𝑐). Note that if ˆ̃x𝑐,𝑘+1∣𝑘 ∈ 𝐶𝐻𝑐, then 𝐶𝐻𝑑 = 𝐶𝐻𝑐. The

cluster head 𝐶𝐻𝑑 is responsible for managing mobile node mobility to maintain 𝛽-

coverage for the predicted location, before start making measurements. Let 𝑛𝑘
𝑚,𝑑 be

the total number of mobile nodes belonging to 𝐶𝐻𝑑 at time 𝑘 and 𝒱𝑘
𝑚,𝑑 be the set

containing corresponding mobile node indices. If 𝑛𝑠,𝐷 < 𝛽, the cluster head 𝐶𝐻𝑑

selects (𝛽−𝑛𝑠,𝐷) number of mobile nodes which are closest to ˆ̃x𝑐,𝑘+1∣𝑘. If (𝛽−𝑛𝑠,𝐷) >

𝑛𝑘
𝑚,𝑑, 𝐶𝐻𝑑 selects closest 𝑛𝑘

𝑚,𝑑− (𝛽−𝑛𝑠,𝐷) number of mobile nodes from neighboring

clusters (located closer to the predicted target location) by communicating locally

with neighboring cluster heads. Denote 𝒱𝑘
𝑚,𝑑 be the set containing indices of (𝛽−𝑛𝑠,𝐷)

number of mobile nodes which are closest to ˆ̃x𝑐,𝑘+1∣𝑘. Note that 𝒱𝑘
𝑚,𝑑 ⊆ 𝒱𝑘

𝑚,𝑑 only if

𝑛𝑘
𝑚,𝑑 ≥ (𝛽 − 𝑛𝑠,𝐷).

According to the assumption, a mobile node 𝑗 can move in a direction 𝜃𝑗,𝑘 ∈ [0, 2𝜋)

with a speed of 𝑢𝑗,𝑘 ∈ [𝑢𝑚𝑖𝑛, 𝑢𝑚𝑎𝑥] from time 𝑘 to 𝑘 + 1. Now the objective is to

determine the optimal 𝜃𝑗,𝑘 and 𝑢𝑗,𝑘 for 𝑗 ∈ 𝒱𝑘
𝑚,𝑑 such that corresponding mobile nodes

move the minimum distance to provide a 𝛽-coverage for ˆ̃x𝑐,𝑘+1∣𝑘 at time 𝑘 + 1.

The optimal 𝜃𝑗,𝑘 and 𝑢𝑗,𝑘 for the 𝑗-th mobile node for 𝑗 ∈ 𝒱𝑘
𝑚,𝑑 are given by the

following theorem:
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Theorem 10. The optimal speed and the direction for the 𝑗-th mobile node at time 𝑘

is given as follows. If (∣r𝑗,𝑘− ˆ̃x𝑐,𝑘+1∣𝑘∣− 𝑟𝐷) > 0 and (∣r𝑗,𝑘− ˆ̃x𝑐,𝑘+1∣𝑘∣− 𝑟𝐷) ≤ 𝑢𝑚𝑎𝑥𝑇𝑠,

𝑢̂𝑗,𝑘 = max

{
1

𝑇𝑠

∣r𝑗,𝑘 − ˆ̃x𝑐,𝑘+1∣𝑘∣, 𝑢𝑚𝑖𝑛

}
(10.14)

and

𝜃𝑗,𝑘 = 𝑎𝑡𝑎𝑛2

(
𝑠𝑗,𝑘 − 𝑥̂𝑐,2(𝑘+1∣𝑘)
𝑟𝑗,𝑘 − 𝑥̂𝑐,1(𝑘+1∣𝑘)

)
(10.15)

If (∣r𝑗,𝑘 − ˆ̃x𝑐,𝑘+1∣𝑘∣ − 𝑟𝐷) > 0 and (∣r𝑗,𝑘 − ˆ̃x𝑐,𝑘+1∣𝑘∣ − 𝑟𝐷) > 𝑢𝑚𝑎𝑥𝑇𝑠,

𝑢̂𝑗,𝑘 = 𝑢𝑚𝑎𝑥 (10.16)

and

𝜃𝑗,𝑘 = 𝑎𝑡𝑎𝑛2

(
𝑠𝑗,𝑘 − 𝑥̂𝑐,2(𝑘+1∣𝑘)
𝑟𝑗,𝑘 − 𝑥̂𝑐,1(𝑘+1∣𝑘)

)
(10.17)

If (∣r𝑗,𝑘 − ˆ̃x𝑐,𝑘+1∣𝑘∣ − 𝑟𝐷) < 0,

𝑢̂𝑗,𝑘 = 0 (10.18)

where 𝑎𝑡𝑎𝑛2(𝑥) is the four quadrant inverse tangent of 𝑥, and 𝑥̂𝑐,1(𝑘+1∣𝑘) and 𝑥̂𝑐,2(𝑘+1∣𝑘)

are the 𝑋 and 𝑌 coordinates of the predicted target location ˆ̃x𝑐,𝑘+1∣𝑘.

Proof. See Appendix 10A.
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The pseudocode for the proposed node mobility algorithm at time 𝑘 is given in

Algorithm 5.

Note that in the proposed tracking algorithm, the current cluster head decides

how many nodes to move and where to move prior to making measurements, based

on the node’s location information and the predicted target position. Since the node

mobility algorithm does not depend on the measurements (or statistics) residing at

individual nodes, the algorithm can be implemented with minimal communication

costs between mobile nodes and the cluster head. Also, it should be noted that

the mobile node locations can be updated at cluster heads timely manner based on

the mobility management algorithm, thus nodes do not necessarily communicate to

cluster heads to inform their current locations.

10.5 PCRLB Analysis

The Cramér-Rao bound provides a lower limit on the mean squared estimation error

for non-random parameter estimation [105]. Analogous to this CRB, posterior CRLB

provides a lower bound for the mean squared error of random parameter estimation

[126]. For non-linear systems, a recursive formulation for computing PCRLB is given

in [126].

10.5.1 With raw observations

In this section we analyze the PCRLB for the derived estimator based on raw ob-

servations. The mean squared error matrix 𝑈𝑘∣𝑘 at time 𝑘 is lower bounded by the
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PCRLB, such that, [42]

𝑈𝑘∣𝑘 ≥ 𝐽−1
𝑘

where 𝐽𝑘 is the 𝑑𝑥 × 𝑑𝑥 Fisher-information matrix. According to [126], 𝐽𝑘 can be

computed recursively via,

𝐽𝑘+1 = 𝐷22
𝑘 −𝐷21

𝑘

(
𝐽𝑘 + 𝐷11

𝑘

)−1
𝐷12

𝑘 , (10.19)

where

𝐷11
𝑘 = 𝔼{−Δx𝑘

x𝑘
log 𝑝(x𝑘+1∣x𝑘)}

𝐷12
𝑘 = 𝔼{−Δx𝑘+1

x𝑘
log 𝑝(x𝑘+1∣x𝑘)}

𝐷21
𝑘 = [𝐷12

𝑘 ]𝑇

𝐷22
𝑘 = 𝔼{−Δx𝑘+1

x𝑘+1
log 𝑝(x𝑘+1∣x𝑘)}

+ 𝔼{−Δx𝑘+1
x𝑘+1

log 𝑝(y𝑘+1∣x𝑘)}

where ΔΘ
Φ = ∇Φ∇𝑇

Θ and ∇ is the Laplacian operator. The initial condition for the

recursion (10.19) is,

𝐽0 = 𝔼{−Δx0
x0

log 𝑝(x0)}

If 𝑝(x0) ∼ 𝒩 (𝝁0,Σ0), 𝐽0 becomes,

𝐽0 = Σ−1
0 .

Note that the terms 𝐷11
𝑘 , 𝐷12

𝑘 and 𝐷22
𝑘 do not dependent on the observation model,

but only on the state dynamic model. According to the state dynamic model in
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(
𝐷̃22

𝑘

)
11

=
1

(𝜎2𝑣 + 𝜎2𝜖 )
𝔼𝑥1𝑘+1,𝑥2𝑘+1

⎧⎨
⎩

𝑛𝑐,𝑘∑
𝑗=1

𝐴2
0(𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)

2

((𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)2 + (𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)2)
3

⎫⎬
⎭

(
𝐷̃22

𝑘

)
12

=
(
𝐷̃22

𝑘

)
21

=
1

(𝜎2𝑣 + 𝜎2𝜖 )
𝔼𝑥1𝑘+1,𝑥2𝑘+1

⎧⎨
⎩

𝑛𝑐,𝑘∑
𝑗=1

𝐴2
0(𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)(𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)

((𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)2 + (𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)2)
3

⎫⎬
⎭(

𝐷̃22
𝑘

)
13

=
(
𝐷̃22

𝑘

)
14

= 0

(
𝐷̃22

𝑘

)
22

=
1

(𝜎2𝑣 + 𝜎2𝜖 )
𝔼𝑥1𝑘+1,𝑥2𝑘+1

⎧⎨
⎩

𝑛𝑐,𝑘∑
𝑗=1

𝐴2
0(𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)

2

((𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)2 + (𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)2)
3

⎫⎬
⎭(

𝐷̃22
𝑘

)
23

=
(
𝐷̃22

𝑘

)
24

= 0(
𝐷̃22

𝑘

)
31

=
(
𝐷̃22

𝑘

)
32

=
(
𝐷̃22

𝑘

)
33

=
(
𝐷̃22

𝑘

)
34

= 0(
𝐷̃22

𝑘

)
41

=
(
𝐷̃22

𝑘

)
42

=
(
𝐷̃22

𝑘

)
43

=
(
𝐷̃22

𝑘

)
44

= 0 (10.20)

(10.1), we can determine them as,

𝐷11
𝑘 = F𝑇𝑄−1F

𝐷12
𝑘 = [𝐷21

𝑘 ]𝑇 = −F𝑇𝑄−1.

With raw observations, the observation likelihood function at 𝐶𝐻𝑐 at time 𝑘 is

given by (10.10). Then 𝐷22
𝑘 is given by [126],

𝐷22
𝑘 = 𝑄−1 + 𝐷̃22

𝑘

where 𝐷̃22
𝑘 = 𝔼{[∇x𝑘+1

ã𝑇𝑐,𝑘+1]𝑅
−1
𝑐,𝑘 [∇x𝑘+1

ã𝑇𝑐,𝑘+1]
𝑇 }. Note that 𝐷̃22

𝑘 is a 4 × 4 matrix

and we can verify that the matrix elements are given by (10.20).
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10.5.2 With binary observations

Note that in computing PCRLB for the state estimate with binary observations, the

fisher information matrix updating is given by (10.19) where now only the term 𝐷22
𝑘

differs form subsection 10.5.1. With binary observations, 𝐷22
𝑘 is given by,

𝐷22
𝑘 = 𝑄−1 + 𝐷̃22

𝑘

where 𝐷̃22
𝑘 = 𝔼{−Δ

x𝑘+1
x𝑘+1 log 𝑝(y𝑘+1∣x𝑘+1)}. The corresponding matrix elements of

𝐷̃22
𝑘 are given in Appendix 10B.

10.6 Performance Analysis

10.6.1 With raw observations

In this section we analyze the performance of the proposed tracking algorithm when

the raw observations are transmitted by sensor nodes to the active cluster head.

For the simulations we assume a sensor network deployed in a square region of area

200𝑚× 200𝑚 as shown in Fig. 10.3. The network is assumed to be consisting of 4

cluster heads. We assume that there are 36 number of static nodes (including cluster

heads) are deployed in a grid.

The initial target state is assumed to be Gaussian with mean 𝝁0 and covariance

matrix Σ0. We assume 𝝁0 = [−80 − 80 1 1]𝑇 and Σ0 = 𝑑𝑖𝑎𝑔([10 10 0.1 0.1]𝑇 ).

Sampling time is assumed to be 𝑇𝑠 = 1𝑠. The intensity of the state process noise

𝜎2𝜈 = 0.4. Observation noise variance at individual nodes, and cluster heads, 𝜎2𝑣 and

𝜎2𝜖 are set to 0.1. The target amplitude 𝐴0 = 100. The tracking is performed for

60𝑠 and the number of particles in the particle filter is set to 𝑆 = 1000. Particle
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generation is performed as follows: As before, let 𝐶𝐻𝑐 be the current cluster head

at time 𝑘. At time 𝑘, if the selected next 𝐶𝐻 , 𝐶𝐻𝑑 ∕= 𝐶𝐻𝑐, then, 𝐶𝐻𝑐 transmits its

estimator x̂𝑘 to 𝐶𝐻𝑑. At time 𝑘 + 1, 𝐶𝐻𝑑 samples particles from the distribution,

𝑝(x𝑘+1∣x𝑘 = x̂𝑐,𝑘∣𝑘).

The performance measure is taken as the root mean square error (RMSE) of the

target position estimate given by,

𝑅𝑀𝑆𝐸𝑘 =
√

((𝑥𝑘 − 𝑥̂𝑘)2 + (𝑦𝑘 − 𝑦𝑘)2).

The RMSE is compared with the square root of the PCRLB components of the

position error:

𝑃𝐶𝑅𝐿𝐵𝑝
𝑘 =
√

([𝐽−1
𝑘 ]11 + [𝐽−1

𝑘 ]22).

Figures 10.3 and 10.4 show the performance of the proposed scheme when there

are 12 mobile nodes in the network. Then the average number of mobile nodes per

a cluster is 3. From the total nodes for a cluster, the fraction of mobile nodes is

1/4. In both figures we assume that 𝑟𝐷 = 5𝑚 and 𝑢𝑚𝑎𝑥 = 10𝑚𝑠−1. Mobile nodes

are directed to move at each time 𝑘 such that to provide a 𝛽-coverage (exactly

or approximately) for the predicted target position. In Fig. 10.3 estimated and

true trajectories are shown with the assumed parameters. It can be seen that by

allowing 3 nodes per cluster to be mobile, the target trajectory can be tracked with

high accuracy compared to a static network. The results in Figs 10.3 and 10.4 are

averaged over 50 Monte Carlo trials. In Fig. 10.3, we also compare the performance of

particle filter based tracking algorithm to that with Extended Kalman Filter (EKF)

when all nodes are static. It can be seen that, with the non-linear observation

model considered in this Chapter, the performance with particle filter outperforms

the performance with EKF. Moreover, from 50 trials it was observed that there were
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Figure 10.3: Estimated trace of the target trajectory with proposed mobility man-
agement scheme; 𝑛𝑠 = 36, 𝑛𝑚 = 12, 𝐶 = 4, 𝑢𝑚𝑎𝑥 = 10𝑚𝑠−1, 𝑟𝐷 = 5𝑚

20 number of missing tracks with EKF and 0 missing tracks with particle filters.

This essentially reflects the suitability of selecting PF as the tracking algorithm for

the non-linear tracking problem considered in the Chapter. For the static network

performance, we assume that all mobile nodes make measurements at their initial

locations.

The RMSE and PCRLB analysis for proposed scheme for 𝑢𝑚𝑎𝑥 = 10𝑚𝑠−1 and

𝑟𝐷 = 5𝑚 are shown in Fig. 10.4 with PF. The results are shown for 𝛽 = 1 and

𝛽 = 2. It can be seen that when the objective is to maintain at least 𝛽 = 2 number

of nodes within the disk 𝐷(ˆ̃x𝑐,𝑘+1∣𝑘, 𝑟𝐷 = 5𝑚), the target trajectory can be tracked

with lower RMSE. Also in that case, it can be seen that the RMSE performance

gets very closed to the derived Posterior Cramer-Rao lower bound. For 𝛽 = 1,
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Figure 10.4: RMSE and PCRLB for the estimated target position when 𝛽 is changing;
𝑛𝑠 = 36, 𝑛𝑚 = 12, 𝐶 = 4, 𝑢𝑚𝑎𝑥 = 10𝑚𝑠−1, 𝑢𝑚𝑖𝑛 = 0, 𝑟𝐷 = 5𝑚

that is to maintain at least 1 node within the disk 𝐷(ˆ̃x𝑐,𝑘+1∣𝑘, 𝑟𝐷 = 5𝑚) at each 𝑘, a

considerable performance gain can be achieved compared to the static network. Note

that there is always a trade-off between the value 𝛽 and the energy consumption of

mobile nodes, since when 𝛽 is getting larger the number of mobile nodes to be moved

is also increasing although it provides a high performance gain. On the other hand,

it is of interest to investigate the performance metrics, when the maximum speed

that a mobile node is varying.

In the next experiment, we investigate the effect of the maximum node speed for

the proposed tracking algorithm when 𝑟𝐷 is fixed. Figure 10.5 depicts the perfor-

mance metrics when the maximum speed of a mobile node is varying. The results

in Fig. 10.5 are corresponding to 𝑢𝑚𝑎𝑥 = 5𝑚/𝑠 and 𝑢𝑚𝑎𝑥 = 10𝑚/𝑠, and 𝛽 = 2.

It can be seen that for low values of 𝑢𝑚𝑎𝑥 the performance gain is quite decreas-

ing compared to higher values of 𝑢𝑚𝑎𝑥. This is due to the fact that for lower 𝑢𝑚𝑎𝑥

values the maximum distance that a mobile node can move from one time period
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Figure 10.5: RMSE and PCRLB for the estimated target position when 𝑢𝑚𝑎𝑥 is
varying; 𝑛𝑠 = 36, 𝑛𝑚 = 12, 𝐶 = 4, 𝑢𝑚𝑖𝑛 = 0, 𝑟𝐷 = 5𝑚, 𝛽 = 2

is lower, thus almost it might provide an approximate 𝛽-coverage rather than exact

𝛽-coverage. Also, with lower 𝑢𝑚𝑎𝑥, a considerable performance gain is achieved com-

pared to all-static network, for a given 𝑟𝐷. However, as mentioned earlier, there is

always a trade-off among the parameters 𝑢𝑚𝑎𝑥, 𝛽, 𝑟𝐷 and the required performance

gain.

Figure 10.6 shows the performance of the tracking algorithm when the number of

mobile nodes is increasing. (However, note that we kept the total number of nodes

constant). The fraction of mobile nodes is now allowed to be 5/12. In Fig. 10.6, we

compare the performance of the static network when 𝛽 and 𝑢𝑚𝑎𝑥 is varying. From

Fig. 10.6, it can be seen that when the number of mobile nodes is large, the tracking

performance with a given 𝛽 (𝛽 = 2) does not have much effect on the maximum speed

of mobile nodes. This is due to the fact that when there is relatively large number of

nodes, it is more likely that there are sufficient number of nodes around the required

position and they can reach the required location by moving small distances.
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Figure 10.6: RMSE and PCRLB for the estimated target position when the number
of mobile nodes is increasing; fraction of mobile nodes is 5/12; 𝑛𝑠 = 28, 𝑛𝑚 = 20,
𝐶 = 4, 𝑢𝑚𝑖𝑛 = 0, 𝑟𝐷 = 5𝑚

Table 10.1 shows the average distance (during the same tracking period considered

above) that a mobile node needs to move in order to provide 𝛽-coverage according

to the proposed mobility algorithm. We set the number of static nodes to 𝑛𝑠 = 24,

the maximum speed of a node 𝑢𝑚𝑎𝑥 = 10𝑚/𝑠 and the number of mobile nodes is

varied. From Table 10.1, it can be seen that for a given number of static nodes, when

the number of mobile nodes is increasing, the average total distance that a mobile

nodes has to move to provide the required 𝛽-coverage dynamically, is significantly

reduced. This is because, for large 𝑛𝑚, is has more flexibility to find mobile nodes in

the close proximity of the predicted target position which would provide the desired

𝛽 coverage by moving a small distance at any given time. As expected, it can be

seen that when 𝛽 is increasing, a mobile node has to move a larger total distance in

average to provide the required coverage.
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Table 10.1: Average distance (in m) a mobile node needs to move to provide 𝛽-
coverage

𝛽 = 1 𝛽 = 2
𝑛𝑚 = 12 71.7993 92.1394
𝑛𝑚 = 16 42.8655 66.8339

10.6.2 With binary observations

With constant threshold

According to (10.4), if the binary decisions at each node are made considering a

constant threshold, i.e. 𝜏𝑗,𝑘 = 𝜏 for all 𝑗 ∈ 𝒱 and 𝑘 = 1, 2, ⋅ ⋅ ⋅ , from simulation

results we see that a relatively poor tracking performance is obtained with the SIR

filter as seen in Fig. 10.7. In that case, even with the proposed node mobility model,

a significant performance gain is not observed. With a constant threshold testing, the

gain achieved by allowing nodes to be mobile towards the predicted target locations

essentially is not reflected efficiently. Thus in the following we consider the tracking

performance of the hybrid sensor network with dynamic threshold testing at sensor

nodes.

With dynamic threshold

In [129], target tracking in a binary sensor network with adaptive threshold was

considered for a static network, where they have proposed two schemes for adjusting

threshold when the transmitted power level by the target is known and unknown.

In this work, we consider different approach for maintaining dynamic threshold at

each node at each time in the hybrid sensor network. The idea is that, at each

time, each node makes the binary decision such that to minimize the average error

in making the decision. At time 𝑘, if the threshold at node 𝑗 is selected such that
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Figure 10.7: RMSE and PCRLB for the estimated target position with binary ob-
servations (constant threshold); fraction of mobile nodes is 5/12; 𝑛𝑠 = 28, 𝑛𝑚 = 20,
𝐶 = 4, 𝑢𝑚𝑖𝑛 = 0, 𝑟𝐷 = 10𝑚, 𝜏 = 2

𝜏𝑗,𝑘 =
𝑎𝑗,𝑘
2

= 𝐴0

2∣r𝑗,𝑘−x̃𝑘∣ , from the Bayesian framework it can be seen that the average

error associated with the decision (10.4) is minimized. However, it is to be noted

that the threshold corresponding to time 𝑘 at the 𝑗-th should be computed at time

𝑘 − 1. If the cluster head 𝐶𝐻𝑑 is selected at time 𝑘 − 1 as the lead cluster for time

𝑘, from the node mobility model discussed in Section 10.4, 𝐶𝐻𝑑 can compute the

mobile node locations at time 𝑘. Since 𝐶𝐻𝑑 is assumed to know the locations of

static nodes belonging to corresponding cluster, 𝐶𝐻𝑑 can compute the 𝑗-th node’s

threshold for time 𝑘 as,

𝜏𝑗,𝑘 =
𝐴0

2∣r𝑗,𝑘 − ˆ̃x𝑘∣𝑘−1∣
, 𝑓𝑜𝑟 𝑗 ∈ 𝒱𝑘

𝑑 (10.21)

where ˆ̃x𝑘∣𝑘−1 is the predicted target position at time 𝑘−1 and 𝒱𝑘
𝑑 is the set containing

all node indices belonging to 𝐶𝐻𝑑 at time 𝑘.

The tracking performance of the hybrid sensor network with dynamic thresholds
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Figure 10.8: RMSE and PCRLB for the estimated target position with binary ob-
servations (dynamic threshold); fraction of mobile nodes is 5/12; 𝑛𝑠 = 28, 𝑛𝑚 = 20,
𝐶 = 4, 𝑢𝑚𝑖𝑛 = 0, 𝑟𝐷 = 10𝑚

is shown in Fig. 10.8. In Fig. 10.8, we let 𝑛𝑚 = 20, 𝑛𝑠 = 28, 𝑢𝑚𝑎𝑥 = 10𝑚/𝑠 and

𝛽 = 3. It can be seen that despite of the inefficiency of the SIR filter with binary

observations, an improved performance can be obtained with the proposed mobility

management scheme, with the dynamic threshold.

10.7 Conclusions

In this Chapter we proposed a cluster based target tracking algorithm incorporating

node mobility in a hybrid sensor network consisting of both static and mobile nodes,

based on particle filtering. The tracking task is performed at a cluster head where

the nodes need to only communicate with their cluster heads. We considered target

tracking based on both raw as well as binary observations received at cluster heads
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from individual nodes. In the proposed scheme, node mobility is exploited to main-

tain a required coverage level on the trace of the target at each time dynamically as

the target moves. It can be seen that when the mobile nodes are directed to move

to achieve relatively higher coverage level, RMSE performance of the target position

estimate is getting much closer to PCRLB even with a relatively small number of

mobile nodes. The trade-off between node velocity, required coverage level and the

performance gain was shown. The proposed scheme is robust against cluster head or

node failures in the network.

10.8 Appendix 10A

Proof of Theorem 10

Suppose that the predicted location of the target at time 𝑘 is denoted by P𝑘+1∣𝑘, as

before, in Fig. 10.9. If any node is located inside the disk centered at P𝑘+1∣𝑘 with

a radius of 𝑟𝐷, it can covers the point P𝑘+1∣𝑘. Thus the requirement is to move the

required number of mobile nodes with the minimum distance in order to cover the

point P𝑘+1∣𝑘. Denote 𝑑𝑗 = ∣r𝑗,𝑘 − ˆ̃x𝑐,𝑘+1∣𝑘∣ to be the Euclidean distance between the

predicted target position and the 𝑗-th mobile node. As seen in Fig. 10.9, if 𝑗-th

mobile node locates inside the disk, it already covers the point P𝑘+1∣𝑘, so it does

not need to move. If the 𝑗-th node is analogous to the node 𝑚2, in the figure, to

cover the point P𝑘+1∣𝑘, it should move along the straight line towards P𝑘+1∣𝑘 from

its original location at least until it touches the perimeter of the disk. However, with

the maximum speed that it can move, if it can not reach the perimeter by moving

from time 𝑘 to 𝑘 + 1, it stops after moving 𝑢𝑚𝑎𝑥𝑇𝑠 distance towards P𝑘+1∣𝑘 from its

original location. In that case, the optimal speed and direction (from geometry) of
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Figure 10.9: Illustration of mobile sensor locations and predicted target position in
a particular cluster

the 𝑗-th mobile node at time 𝑘 are given by

𝑢̂𝑗,𝑘 = 𝑢𝑚𝑎𝑥

and

𝜃𝑗,𝑘 = 𝑎𝑡𝑎𝑛2

(
𝑠𝑗,𝑘 − 𝑥̂𝑐,2(𝑘+1∣𝑘)
𝑟𝑗,𝑘 − 𝑥̂𝑐,1(𝑘+1∣𝑘)

)
, (10.22)

where 𝑥̂𝑐,1(𝑘+1∣𝑘) and 𝑥̂𝑐,2(𝑘+1∣𝑘) are the 𝑋 and 𝑌 coordinates of the predicted target

location ˆ̃x𝑐,𝑘+1∣𝑘. On the other hand, if the node 𝑗 can reach the perimeter of the disk

(as node 𝑚3 in the figure) within the desired time, it moves the minimum distance

such that it can cover the point P𝑘+1∣𝑘. That is a distance of ∣r𝑗,𝑘 − ˆ̃x𝑐,𝑘+1∣𝑘∣ − 𝑟𝐷.

In that case, the optimal speed is given by

𝑢̂𝑗,𝑘 = max

{
1

𝑇𝑠

∣r𝑗,𝑘 − ˆ̃x𝑐,𝑘+1∣𝑘∣, 𝑢𝑚𝑖𝑛

}
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and the optimal direction is as given by (10.22).

Note that if the condition ∣r𝑗,𝑘− ˆ̃x𝑐,𝑘+1∣𝑘∣−𝑟𝐷 > 𝑢𝑚𝑎𝑥𝑇𝑠 is satisfied for all 𝑗 ∈ 𝒱𝑘
𝑚,𝑑,

exact 𝛽-coverage cannot be achieved as desired. However, in this case, since the node

moves a certain distance towards the predicted target position, it receives a higher

signal strength compared to its original location. Thus in such cases, we call that

the predicted target position is approximately 𝛽-covered.

10.9 Appendix 10B

With binary observations, the conditional likelihood function of observation at cluster

head 𝐶𝐻𝑐 is given by (10.12). The logarithm of the likelihood function is given by

(omitting the cluster head index for clarity)

log 𝑝(y𝑘+1∣x𝑘+1) =

𝑛∑
𝑗=1

log 𝑝(𝑦𝑗,𝑘+1∣x𝑘+1),

where 𝑝(𝑦𝑗,𝑘+1∣x𝑘+1) = 𝑝𝛿
𝑗,𝑘+1(x𝑘+1)𝒩 (1, 𝜎2𝜖 ) + (1− 𝑝𝛿

𝑗,𝑘+1(x𝑘+1))𝒩 (0, 𝜎2𝜖 ), where,

𝑝𝛿
𝑗,𝑘+1(x𝑘+1) = 𝑄

(
𝜏𝑗,𝑘+1 − 𝑎𝑗,𝑘+1

𝜎𝑣

)
.

Then the first partial derivative of log 𝑝(y𝑘+1∣x𝑘+1) is given by,

∇x𝑘+1
log 𝑝(y𝑘+1∣x𝑘+1) =

𝑛∑
𝑗=1

1

𝑝(𝑦𝑗,𝑘+1∣x𝑘+1)

∂𝑝(𝑦𝑗,𝑘+1∣x𝑘+1)

∂x𝑘+1
. (10.23)
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Note that ∇x𝑘+1
(.) in (10.23) is a 4× 1 vector, where the elements are given by,

(∇x𝑘+1
)11 =

𝑛∑
𝑗=1

1

𝑝(𝑦𝑗,𝑘+1∣x𝑘+1)

∂𝑝(𝑦𝑗,𝑘+1∣x𝑘+1)

∂𝑥1𝑘+1

=

𝑛∑
𝑗=1

(𝒩 (1, 𝜎2𝜖 )−𝒩 (0, 𝜎2𝜖 ))

𝑝(𝑦𝑗,𝑘+1∣x𝑘+1)

∂𝑝𝛿
𝑗,𝑘+1

∂𝑥1𝑘+1

where
∂𝑝𝛿𝑗,𝑘+1

∂𝑥1𝑘+1
is given by,

∂𝑝𝛿
𝑗,𝑘+1

∂𝑥1𝑘+1
=

𝑒
− (𝜏𝑗,𝑘+1−𝑎𝑗,𝑘+1(x𝑘+1))

2

2𝜎2𝑣

𝜎2𝑣

𝐴0(𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)

[(𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)2 + (𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)]
3
2

The second element (∇x𝑘+1
)21 is given by,

(∇x𝑘+1
)21 =

𝑛∑
𝑗=1

(𝒩 (1, 𝜎2𝜖 )−𝒩 (0, 𝜎2𝜖 ))

𝑝(𝑦𝑗,𝑘+1∣x𝑘+1)

∂𝑝𝛿
𝑗,𝑘+1

∂𝑥2𝑘+1

where
∂𝑝𝛿𝑗,𝑘+1

∂𝑥2𝑘+1
is given by,

∂𝑝𝛿
𝑗,𝑘+1

∂𝑥2𝑘+1
=

𝑒
− (𝜏𝑗,𝑘+1−𝑎𝑗,𝑘+1(x𝑘+1))

2

2𝜎2𝑣

𝜎2𝑣

𝐴0(𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)

[(𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)2 + (𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)]
3
2

and (∇x𝑘+1
)31 = (∇x𝑘+1

)41 = 0. Note that Δ
x𝑘+1
x𝑘+1 log 𝑝(y𝑘+1∣x𝑘+1) is a 4 × 4 matrix

where only (Δ
x𝑘+1
x𝑘+1)11, (Δ

x𝑘+1
x𝑘+1)12, (Δ

x𝑘+1
x𝑘+1)21, (Δ

x𝑘+1
x𝑘+1)22 are non-zero. The (1, 1)-th

element is given by,

(Δ
x𝑘+1
x𝑘+1

)11 =

𝑛∑
𝑗=1

(𝒩 (1, 𝜎2𝜖 )−𝒩 (0, 𝜎2𝜖 ))

(
1

𝑝(𝑦𝑗,𝑘+1∣x𝑘+1)

∂2𝑝𝛿𝑗,𝑘+1
∂2𝑥1𝑘+1

− 1

𝑝2(𝑦𝑗,𝑘+1∣x𝑘+1)

∂𝑝(𝑦𝑗,𝑘+1∣x𝑘+1)

∂𝑥1𝑘+1

∂𝑝𝛿𝑗,𝑘+1
∂𝑥1𝑘+1

)
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where
∂2𝑝𝛿𝑗,𝑘+1

∂2𝑥1𝑘+1
is given by (10.24).

∂2𝑝𝛿
𝑗,𝑘+1

∂2𝑥1𝑘+1
=

𝑒
− (𝜏𝑗,𝑘+1−𝑎𝑗,𝑘+1(x𝑘+1))

2

2𝜎2𝑣

𝜎2𝑣

(
𝐴0(2(𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)

2 − (𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)
2)

[(𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)2 + (𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)]
5
2

+

(𝜏𝑗,𝑘+1 − 𝑎𝑗,𝑘+1)

𝜎2𝑣

𝐴2
0(𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)

2

[(𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)2 + (𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)]
3

)
(10.24)

Similarly, The (2, 2)-th element is given by,

(Δ
x𝑘+1
x𝑘+1)22 =

𝑛∑
𝑗=1

(𝒩 (1, 𝜎2𝜖 )−𝒩 (0, 𝜎2𝜖 ))

(
1

𝑝(𝑦𝑗,𝑘+1∣x𝑘+1)

∂2𝑝𝛿𝑗,𝑘+1
∂2𝑥2𝑘+1

− 1

𝑝2(𝑦𝑗,𝑘+1∣x𝑘+1)

∂𝑝(𝑦𝑗,𝑘+1∣x𝑘+1)

∂𝑥2𝑘+1

∂𝑝𝛿𝑗,𝑘+1
∂𝑥2𝑘+1

)

where
∂2𝑝𝛿𝑗,𝑘+1

∂2𝑥2𝑘+1
is given by (10.25).

∂2𝑝𝛿
𝑗,𝑘+1

∂2𝑥2𝑘+1
=

𝑒
− (𝜏𝑗,𝑘+1−𝑎𝑗,𝑘+1(x𝑘+1))

2

2𝜎2𝑣

𝜎2𝑣

(
𝐴0(2(𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)

2 − (𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)
2)

[(𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)2 + (𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)]
5
2

+

(𝜏𝑗,𝑘+1 − 𝑎𝑗,𝑘+1)

𝜎2𝑣

𝐴2
0(𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)

2

[(𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)2 + (𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)]
3

)
. (10.25)

Following a similar approach, we have,

(Δ
x𝑘+1
x𝑘+1

)12 = (Δ
x𝑘+1
x𝑘+1

)21

=

𝑛∑
𝑗=1

(𝒩 (1, 𝜎2𝜖 )−𝒩 (0, 𝜎2𝜖 ))

(
1

𝑝(𝑦𝑗,𝑘+1∣x𝑘+1)

∂2𝑝𝛿𝑗,𝑘+1
∂𝑥1𝑘+1∂𝑥2𝑘+1

− 1

𝑝2(𝑦𝑗,𝑘+1∣x𝑘+1)

∂𝑝(𝑦𝑗,𝑘+1∣x𝑘+1)

∂𝑥2𝑘+1

∂𝑝𝛿𝑗,𝑘+1
∂𝑥1𝑘+1

)
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where,
∂2𝑝𝛿𝑗,𝑘+1

∂𝑥1𝑘+1∂𝑥2𝑘+1
is given by (10.26).

∂2𝑝𝛿
𝑗,𝑘+1

∂𝑥1𝑘+1∂𝑥2𝑘+1
=

2𝐴0

𝜎2𝑣

((𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)(𝑠𝑗,𝑘+1 − 𝑥2𝑘+1))

[(𝑟𝑗,𝑘+1 − 𝑥1𝑘+1)2 + (𝑠𝑗,𝑘+1 − 𝑥2𝑘+1)]
3 𝑒

− (𝜏𝑗,𝑘+1−𝑎𝑗,𝑘+1(x𝑘+1))
2

2𝜎2𝑣

[
1 +

𝐴0(𝜏𝑗,𝑘+1 − 𝑎𝑗,𝑘+1)

2𝜎2𝑣

]
(10.26)

Now the elements of 𝐷̃22
𝑘 are given by,

(
𝐷̃22

𝑘

)
11

= 𝔼{−(Δx𝑘+1
x𝑘+1

)11}(
𝐷̃22

𝑘

)
12

=
(
𝐷̃22

𝑘

)
21

= 𝔼{−(Δx𝑘+1
x𝑘+1

)12}(
𝐷̃22

𝑘

)
22

= 𝔼{−(Δx𝑘+1
x𝑘+1

)22}(
𝐷̃22

𝑘

)
23

=
(
𝐷̃22

𝑘

)
24

= 0(
𝐷̃22

𝑘

)
31

=
(
𝐷̃22

𝑘

)
32

=
(
𝐷̃22

𝑘

)
33

=
(
𝐷̃22

𝑘

)
34

= 0(
𝐷̃22

𝑘

)
41

=
(
𝐷̃22

𝑘

)
42

=
(
𝐷̃22

𝑘

)
43

=
(
𝐷̃22

𝑘

)
44

= 0
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Algorithm 5 Node mobility management algorithm for tracking in the hybrid sensor
network

INPUT: Predicted target location: ˆ̃x𝑐,𝑘+1∣𝑘, number of static nodes for 𝐶𝐻𝑑: 𝑛𝑘
𝑠,𝑑,

number of mobile nodes for 𝐶𝐻𝑑 at time 𝑘: 𝑛𝑘
𝑚,𝑑

OUTPUT: Optimal speed 𝑢̂𝑗,𝑘 and the direction 𝜃𝑗,𝑘 of 𝑗-th mobile node for 𝑗 ∈
𝒱𝑘

𝑚,𝑑

PROCEDURE:

1: Find number of static nodes inside the disk (ˆ̃x𝑐,𝑘+1∣𝑘, 𝑟𝐷), 𝑛𝑠,𝐷,

2: Check → 𝑛𝑠,𝐷 ≥ 𝛽 [i.e. ˆ̃x𝑐,𝑘+1∣𝑘 is 𝛽-covered by static nodes]
3: if yes (i.e. 𝑛𝑠,𝐷 ≥ 𝛽) then
4: r𝑗,𝑘+1 = r𝑗,𝑘 for 𝑗 ∈ 𝒱𝑘

𝑚,𝑑 ⇒ no mobile node needs to move
5: else {no (i.e. 𝑛𝑠,𝐷 < 𝛽 )}
6: Check → 𝑛𝑘

𝑚,𝑑 ≥ (𝛽−𝑛𝑠,𝐷) (i.e. to check whether 𝐶𝐻𝑑 has sufficient mobile
nodes)

7: if yes then
8: Find 𝒱𝑘

𝑚,𝑑 from 𝒱𝑘
𝑚,𝑑

9: else {no}
10: Communicate with local 𝐶𝐻s to find mobile node locations in neigh-

boring clusters to form set 𝒱𝑘
𝑚,𝑑 as described in Section 10.4.

11: end if
12: end if
13: for 𝑗 = 1 : 𝑠𝑖𝑧𝑒(𝒱𝑘

𝑚,𝑑) do

14: 𝑓(𝑗) = ∣r𝑗,𝑘 − ˆ̃x𝑐,𝑘+1∣𝑘∣
15: if 𝑓(𝑗)− 𝑟𝐷 ≤ 0 then
16: r𝑗,𝑘+1 = r𝑗,𝑘
17: else {𝑓(𝑗)− 𝑟𝐷 > 0 & 𝑓(𝑗)− 𝑟𝐷 > 𝑇𝑠𝑢𝑚𝑎𝑥}
18: Compute 𝑢̂𝑗,𝑘 and 𝜃𝑗,𝑘 from (10.16) and (10.17)
19: else {𝑓(𝑗)− 𝑟𝐷 > 0 & 𝑓(𝑗)− 𝑟𝐷 < 𝑇𝑠𝑢𝑚𝑎𝑥}
20: compute 𝑢𝑗,𝑘 and 𝜃𝑗,𝑘 from (10.14) and (10.15)
21: end if
22: end for

258



Chapter 11

Summary of Results and Future

Work

In this dissertation, we addressed research challenges in a resource constrained mo-

bility assisted sensor network in signal processing and communication perspectives.

In this Chapter we summarize our contribution in this dissertation highlighting the

main results. We further discuss some of the possible directions that the work can

be extended.

11.1 Summary of Results

In Chapter 3, we derived the optimal fusion performance for distributed detection

at the fusion center when the local observations at individual nodes are correlated.

We derived optimal power allocation schemes at sensor nodes to meet desired per-
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formance level at the fusion center with independent as well as correlated observa-

tions [139, 140, 142, 143]. It was shown that the optimal scheme suggests to turn off

the sensors with poor observation qualities and the bad communication channels,

and only the sensor nodes with higher observation qualities and the good communi-

cation channels should transmit their information to the fusion center. The number

of such active nodes is determined by certain factors such as the desired performance

levels, total number of sensors in the network and the quality of received signals at

the fusion center. Optimal power management schemes for distributed estimation

with correlated observations is discussed in Chapter 4 [141].

In Chapter 5, a sequential methodology is developed for parameter estimation,

incorporating the channel noise in inter-node communication links, when the final

decision is made at an arbitrary sensor node without depending on a central fusion

center [144]. In such a sequential process, since among all available sensor nodes in

the network, not all nodes provide useful information which improves the accuracy

of the estimator, we proposed distributed algorithms to select the best sequence of

nodes to be participated in the sequential estimation process. It was shown that the

proposed sequential estimation algorithm can be implemented distributively having

information at local neighborhood.

In Chapters 6-10, adding mobility for performance improvement in hybrid sensor

networks was considered for target detection and tracking, in different perspectives.

In Chapter 6, we investigated the cost of deploying mobile nodes in a hybrid sensor

network in terms of the minimum required fraction of mobile nodes to achieve differ-

ent performance metrics, which are important in performance evaluations in hybrid

sensor networks [145]. Derivation of different performance measures in Chapter 6 is

based on random node mobility models.

In Chapter 7, we proposed a new interactive distributive mobility protocol for

node mobility, collaborating between static and mobile nodes, in a hybrid sensor
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network to provide efficient time varying coverage. The proposed mobility protocol

is suitable for target detection when the target existence is unknown. From the

performance analysis based on the proposed mobility protocol, we showed that the

area uncovered by the static nodes, is approximately uniformly covered over time

and the time that any arbitrary point is uncovered, is minimized. In Chapter 8,

we developed an efficient sequential procedure to determine the worst case detection

performance based on graph theoretic techniques, when smart targets try to evade

the sensing region such that to minimize the probability of being detected by the

sensor network.

Although, node mobility can be exploited for continuous coverage in hybrid sensor

networks, it might cause significant cost since deploying mobile nodes is not as cost

effective as deploying static nodes. Thus it might be desired to allow nodes to

be mobile only if a detection is made with a certain confidence level at stationary

configuration. In such situations, mobile nodes are directed to move, only if a decision

on target present/absent can not be made by the stationary configurations with the

desired quality. To that end, in Chapter 9 we developed two decision fusion models

incorporating measurement uncertainties to enhance the detection performance by

node movements, if the mobile nodes are directed to move from their stationary

configurations. It was shown that, according to proposed decision fusion models,

when the effect of node mobility is taken at node level decision updating, node

mobility is only beneficial at lower nominal signal-to-noise ratio (SNR) region at

local nodes. On the other hand, if the effect of node mobility is taken into account

at the decision updating at the fusion center, it was shown that allowing even a

small number of nodes to be mobile can boost the system performance significantly

irrespective of the quality of nominal SNR at local nodes. The choice of two decision

fusion models, however depends on certain factors such as computation capabilities at

local nodes, number of affordable mobile nodes and the quality of desired performance

metrics.
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In Chapter 10, we developed a cluster-based distributed tracking algorithm based

on particle filters in hybrid sensor networks with reactive mobility. The key feature

in the proposed tracking algorithm is that the predicted target locations at each time

step are maintained under a certain coverage level dynamically with the assistance

of mobile nodes. The quality of the tracking performance with the proposed tracking

algorithm was compared with the PCRLB, and it was seen that the corresponding

tracking quality is getting much closer to PCRLB by adding a small number of mobile

nodes compared to a all-static network.

11.2 Future Work

In this Section, we point out some future research directions paved by this disserta-

tion.

Power management with joint source-channel coding with correlated observations :

In Chapters 3 and 4, we considered the optimal power allocation for detection and

estimation with correlated observations. In these studies we assumed that the lo-

cal nodes perform amplify-and-forward local processing on their observations. It

is interesting to address the problem of designing source-channel coding taking the

correlations among node observations into account, to optimize the transmit power.

Distributed implementations of the optimal power scheduling algorithms presented

in Chapters 3 and 4 are based on the assumption that the channel state information

(CSI) is available at sensor nodes. However, estimating CSI may require to consume

additional amount of power. Thus it is interesting to investigate the performance

degradation, when the exact CSI is not available at sensor nodes.

Detection performance with node mobility under time varying number of mobile

nodes : In Chapter 6, the performance measures are derived assuming a fixed number
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of total mobile nodes. However, in a mobility assisted sensor network, it is more likely

to remove or add mobile nodes in timely manner due to energy depletion. In such

scenarios, the total number of mobile nodes at a given time can be modeled as a

random variable. It is interesting to extend the work to derive the time varying

performance measures of a hybrid network under these conditions.

Analysis of steady state distribution of mobility protocol for hybrid sensor net-

works : We have developed a distributed mobility model in Chapter 7 for mobile

node navigation in hybrid sensor networks in which a steady state uniform distribu-

tion is achieved with a relatively small number of moving steps compared to random

walk mobility model. For analytical performance analysis in hybrid sensor networks,

it is useful to obtain analytical formulas for the parameters which characterize the

steady state probability distribution of the proposed model. In the proposed mobil-

ity model, it is noted that the node movements are not independent across mobile

nodes. Thus deriving marginal probability distributions of individual node’s mobility

patterns is not satisfactory. It is an important problem to consider the joint steady

state probability density function of the proposed mobility protocol.

Node scheduling for multiple target tracking in a hybrid sensor network : In Chap-

ter 10, we proposed a cluster based target tracking algorithm with reactive mobility

in which each predicted target location is covered to a desired coverage level exploit-

ing node mobility. The open road ahead is to consider multiple target tracking. It is

an interesting problem to optimally scheduling mobile nodes belonging to multiple

clusters for multiple target tracking.

Impact of node mobility in MAC (Medium Access Control) and upper layers : In

the work in this dissertation, sources of energy wasted in MAC layer such as colli-

sions of data in the communication channels (between nodes and the fusion center

or among nodes), idle listening and overhearing are not considered. Thus the results

presented in this dissertation are desirable when node transmissions are scheduled

263



Chapter 11. Summary of Results and Future Work

over collision free protocols. On the other hand, in traditional MAC protocols de-

signed to maximize bandwidth utilization and fair usage of channels by all nodes in

sensor networks, stationary nodes are considered. It is an important research direc-

tion to design MAC protocols for hybrid sensor networks taking the node mobility

with different realistic mobility models into account.
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