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A RAKE-Based Iterative Receiver for Space-Time
Block-Coded Multipath CDMA

Sudharman K. Jayaweera, Member, IEEE, and H. Vincent Poor, Fellow, IEEE

Abstract—A turbo multiuser receiver is proposed for space-time
block and channel-coded code division multiple access (CDMA)
systems in multipath channels. The proposed receiver consists of
a first stage that performs detection, space-time decoding, and
multipath combining followed by a second stage that performs
the channel decoding. A reduced complexity receiver suitable for
systems with large numbers of transmitter antennas is obtained
by performing the space-time decoding along each resolvable
multipath component and then diversity combining the set of
space-time decoded outputs. By exchanging the soft information
between the first and second stages, the receiver performance is
improved via iteration. Simulation results show that while in some
cases a noniterative space-time coded system may have inferior
performance compared with a system without space-time coding
in a multipath channel, proposed iterative schemes significantly
outperform systems without space-time coding, even with only two
iterations. Furthermore, the performance loss in the reduced-com-
plexity receiver due to decoupling of interference suppression,
space-time decoding, and multipath combining is very small for
error rates of practical interest.

Index Terms—Code division multiple access, multiuser detec-
tion, RAKE combining, space-time coding, turbo detection.

I. INTRODUCTION

I N RECENT years, inspired by the development of turbo
coding [1], [2], various types of iterative detection and

decoding schemes have been proposed in the literature [3], [4].
These proposals have shown that iterative receivers can offer
significant performance improvements over their noniterative
counterparts. In [5], a soft interference cancelling turbo re-
ceiver was proposed for convolutionally coded, code-division
multiple-access (CDMA), and the performance results obtained
via simulations showed that near single-user performance
is possible with only a few iterations. After the invention
of space-time codes and demonstration of their impressive
performance gains in single-user channels [6]–[8], application
of space-time codes to multiuser systems has been considered
in [9]–[13] and references therein. The concept of turbo
multiuser detection and decoding of [5] has also been applied
to space-time coded, flat-fading CDMA [10], [11] and to
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space-time coded, space-division multiple-access (SDMA)
systems [12], confirming that the same type of performance
improvement is possible in the multiple transmit antenna case.

In this paper, we consider the application of space-time coding
to frequency-selective CDMA channels. Space-time block
coded (STBC) downlink CDMA systems in multipath channels
have been considered previously, for example, in [14] and [15].
Space-time coding techniques investigated in, for example [16]
and [17] were concerned with frequency-selective channels,
but they focused on orthogonal frequency division multiplexing
(OFDM) systems and/or did not consider multiple-access
interference (MAI) suppression. In this paper, on the other hand,
we propose an uplink scheme that combines the concepts of
RAKE combining, turbo multiuser detection, and space-time
block coding and is well suited for multipath CDMA systems.
Specifically, it consists of two stages similar to those of [5]
for convolutionally coded CDMA. The first stage consists
of detection, space-time decoding and diversity combining,
whereas the second stage consists of channel decoding.

The proposed scheme can be considered to be an adaptation
of the similar-type of receiver based on the idea of iterative soft
interference cancellation and instantaneous minimum mean
square error (MMSE) filtering proposed in [12] for space-time
block coded SDMA in flat-fading environments to space-time
block coded CDMA in frequency-selective fading channels.
The interference suppression in [12] is achieved via spatial pro-
cessing at the receiver. This means that the receiver proposed in
[12] requires multiple receiver antennas (in fact, more receiver
antennas than the product of the number of simultaneous users
and the number of transmit antennas at each user) for its suc-
cessful operation. In contrast, by replacing the SDMA scheme
with a CDMA system, we exploit knowledge of the structure
of the multiuser signal in order to suppress the residual MAI
and noise present in the soft interference cancelled channel
outputs and especially do not rely on the availability of receiver
diversity. Thus, although [12] can be considered to be a spatial
interference suppression scheme, ours is a temporal technique.

There are some advantages in cancelling MAI based on the
multiuser signal structure embedded in the received signal (as
in CDMA) rather than on receiver diversity, as was the case
in [12]. First and foremost is that to suppress interferers,
a system based purely on spatial processing (i.e. SDMA) re-
quires receiver antennas, which can be excessive even at a
base station. On the other hand, knowledge about the multiuser
structure of the received signal is readily available at a base sta-
tion, and digital signal processing power makes exploiting this
knowledge with sophisticated signal processing algorithms to
suppress the MAI a viable option. In addition, whenever receiver
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diversity is available, it can easily be incorporated into the pro-
posed CDMA-based iterative receivers in order to further im-
prove performance.

A shortcoming of the turbo receiver in [12] is that the instanta-
neous MMSE interference suppression filter requires the inver-
sion of a matrix, assuming a space-time
block code is employed by every user, where and are
the number of receiver and transmitter antennas, respectively.
If we were to adapt the receiver in [12] directly to multipath
CDMA environments, it will then also require the instantaneous
inversion of a matrix, where is the length of
the modified signature sequence (see Section II). This could be
computationally expensive whenever is large since usually,

can be large, and . For example, even for ,
the rate-1/2 complex STBC proposed in [7] requires ,
and thus, for large and , the computational cost could
easily become too much of a burden at the receiver. In order
to reduce this computational cost, we propose a modified al-
gorithm that performs instantaneous MMSE interference sup-
pression, space-time decoding, and multipath combining sep-
arately rather than jointly, as would be the case if we were to
use the direct modification of the receiver given in [12] to a
multipath CDMA channel. This new algorithm incorporates the
decorrelating RAKE (DRAKE) receiver concept for multipath
CDMA channels developed in [18] with the iterative soft in-
terference cancellation and MMSE filtering for convolutional
coded CDMA of [5] and extends these ideas to the case where
the system also employs space-time block coding in addition to
the convolutional channel coding.

The modified receiver still consists of two stages, and the
channel decoder step in the second stage is still identical to that
of [12]. However, the first stage of the modified receiver op-
erates by first performing interference cancellation on the re-
ceived signal and then applying a bank of linear MMSE filters
along each multipath component present in the received signal.
Space-time decoding is then performed on each multipath com-
ponent separately. In doing so, the computational cost is re-
duced to the inversion of matrices of size . Next,
the space-time decoded outputs from each branch are RAKE
combined to make the final decision statistic of the first stage.
These combined outputs are used to generate the soft outputs of
the first stage.

This presentation is organized as follows. In Section II, we
present our signal model and the system description. Next, in
Section III, we derive a space-time turbo receiver for space-time
block coded, multipath CDMA by modifying the receiver given
in [12] for an SDMA system. In Section IV, we modify the re-
ceiver derived in Section III in order to reduce its complexity by
performing interference suppression, space-time decoding, and
multipath combining in separate steps. Finally, in Section V, we
give performance results obtained via computer simulation of
a multipath CDMA system and demonstrate the performance
gains possible with the proposed turbo space-time receivers.

II. SIGNAL MODEL AND THE SYSTEM DESCRIPTION

Consider a system with simultaneous users, each equipped
with transmit antennas and a base station consisting of
receiver antennas. For the sake of simplicity, we will assume that

and throughout this discussion, although gen-
eralization to larger numbers of transmit and receive antennas is
straightforward. The binary phase shift keying (BPSK) informa-
tion symbol sequence of user , for ,
is first encoded by a convolutional channel encoder. Again, for
simplicity, we assume that all users employ the same convolu-
tional code having constraint length and rate , although it is
easy to accommodate different channel encoders for each user.
Let be the number of information symbols per convolutional
channel codeword, including the trellis terminating tail
bits. Thus, the channel codeword of user corresponding to an
input information symbol frame of length has a length of

and is denoted by for .
The channel encoder outputs are next block interleaved by

a random interleaver, and these interleaved symbols are input
to the space-time encoders. If we denote the interleaver func-
tion of user by , then the interleaver output can be written
as , where for .
The input to the space-time block encoder of user is the in-
terleaved symbol stream . Since , we as-
sume that each user employs an Alamouti space-time encoder
[6] with space-time block code rate . Hence, the length
of the STBC is , and during each code block,

symbols are transmitted. Thus, if two consecutive
input symbols of user into its space-time block encoder are
denoted by and , then according to the Alam-
outi scheme, during the first symbol period, the symbols
and are transmitted simultaneously from the first and
second antennas, respectively. During the second symbol pe-
riod, the symbols and are transmitted from the
first and second antennas, respectively, where denotes com-
plex conjugation.

The space-time encoder output of each user is next modu-
lated by the user’s spreading sequence and transmitted simulta-
neously from two transmit antennas. Note that the two symbols
transmitted from the two antennas corresponding to a particular
user are modulated by the same spreading sequence, i.e., each
user is assigned only one spreading code. The spreading wave-
form of user is assumed to be of the form

(1)

where denotes the processing gain of the CDMA system,
and denotes the th
user’s spreading code. In (1), denotes the chip period,

, and is the normalized
chip waveform.

The continuous-time received signal can be written as

(2)

where and denote the transmitted signal and
channel impulse response, respectively, corresponding to an-
tenna of user , denotes the convolution operation, and
is a complex white Gaussian noise process with zero mean and
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variance 1/2 per dimension. The transmitted signal in
(2) is given by

(3)

where denotes the transmitted symbol of user on an-
tenna during the transmission interval .

The channel impulse response can be written as

(4)

where is the number of paths, denotes the fading coeffi-
cient of the th path in the channel between the receiver and the
transmit antenna of user , denotes the Dirac-delta func-
tion, and is the average received signal-to-noise-ratio (SNR)
of user per path. We have normalized this SNR so that it does
not depend on the number of transmit antennas employed at the
transmit end. This ensures that the average transmit power at
the transmitter is fixed, regardless of the number of transmit
antennas.

Note that in order to minimize the notational complexity, we
have assumed that the number of paths in all the channels be-
tween transmit antennas of each user and the base station is con-
stant and equal to , that the multipath delays are multiples of
the chip interval, and that all users have the same delays. Again,
it is straightforward to modify the above model in order to let the
number of multipaths depend on the transmit antenna and user
index. In addition, in a practical implementation, it is not dif-
ficult to include different values for the multipath delays at the
expense of some extra notational complexity. However, here, we
are concerned with demonstrating the general technique of the
proposed scheme, and thus, we adhere to the simplest possible
model, keeping only the essential elements of the channel im-
pulse response.

Next, we assume that the maximum delay spread of the
channel is and define the symbol period as

. In that case, if we assume symbol-syn-
chronous user transmissions, then all the delayed replicas of
the transmitted signals will be received at the base station
during the same symbol period, resulting in no intersymbol
interference. It should be noted that this is a reasonable ap-
proximation for channels with delay spreads on the order of
few chip intervals. This is equivalent to the assumption that the
actual spreading waveform is obtained by appending
zeros to the tail of the spreading code . Let
be the modified signature sequence length.

The signal is first chip matched filtered and then sampled
at the chip rate. The resulting observables corresponding to the
th symbol period are given, for , by

These observables can be collected to form a vector of length
as

(5)

where is a complex Gaussian random noise vector such
that , the matrix is defined, for

, as

...
...

...

...
...

...

and the -vector of fading coefficients of the different paths
between the transmit antenna of user and the base station
is given by . It should be
noted that if we were to let different paths of different users have
different values of delays, then we may still write a similar equa-
tion for the chip-matched filter output. However, in that case, the
columns of the matrix corresponding to different users will
have different initial offsets. In addition, we may eliminate the
constraint of the multipath delays being integral multiples of the
chip interval and include the effect of fractional correlation of
the chip waveforms in the fading coefficient . Thus, our
model is in fact general enough to absorb these generalizations
and, yet, simple enough to avoid unnecessary notational com-
plexity in the current discussion.

Defining the matrix of fading coefficients as

...
...

and the -length transmit symbol vector of user at time in-
stant as , we may write the chip-rate
sampled output (5) corresponding to the symbol time com-
pactly as

(6)

(7)

where, in (7), we have defined the -vector of
transmit symbols of all users from all antennas as

and the matrix as

(8)

The first stage of the receiver processes received chip
matched signal vectors in blocks of size , corresponding
to the space-time codeword length. Then, the two consecutive
received signals during the th received space-time code block
correspond to the two consecutive symbols and
of user , for . Thus, without loss of generality,
from here on, we will assume that the symbol index is of the
form for some and simply refer to the
two received chip-matched signals during the th block as
and (i.e. by assuming that , for ,
we may refer to the th space-time code block simply as the
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th block without causing any confusion). In this case, the two
transmit symbol vectors and corresponding to
the symbol times and are given by

(9)

and

(10)

Suppose that the receiver generates a set of decision sta-
tistics corresponding to the received
signals during the th space-time
code block. In the case of , these are defined as

and . Hence

(11)

and

(12)

(13)

where

...
...

(14)

, and the
two noise vectors and are
independent vectors. Note also that we always have
the property that the th row of is orthogonal to the th
row of , i.e., for and

, where and denote the th row of
and , respectively.

III. JOINT SPACE-TIME MMSE-BASED TURBO RECEIVER FOR

SPACE-TIME BLOCK CODED MULTIPATH CDMA

In this section, we generalize the turbo receiver for SDMA
proposed in [12] for a space-time block coded, multipath
CDMA channel. In the next section, we modify this joint
space-time MMSE-based receiver in order to lower the com-
putational complexity at the expense of slightly degraded
performance.

The first stage of the iterative receiver performs soft detection
of all the user symbols from all transmit antennas. Essentially,
it treats each transmitter of a particular user as a separate virtual
user. The second stage of the receiver consists of a bank of
single-user channel decoders. In the first stage of the receiver,
we assume that a priori information about the code symbols

for and is available.
Generally, this a priori information comes from the second stage
of the receiver at the previous iteration, as we will see below. For
the initial iteration, we may assume a uniform distribution for
these symbols. For the following discussion, we assume that we
are interested in detecting the particular user .

For a STBC, we may collect all the received sig-
nals corresponding to a space-time block codeword in to an

-vector , where ’s
are defined appropriately by generalizing (11) and (12) for a
particular space-time block code. Then, we may write this com-
bined signal as

(15)

where is an -vector of independent, zero-mean
AWGN components, and is a (in general,

, but the modification is straightforward) matrix.
With the 2 2 STBC, from (11) and (12), we have that

(16)

Hence, in this case, , and
.

The receiver uses a priori information to make soft estimates
of all the users’ symbols corresponding to the received frame.
These soft estimates are used to reconstruct the interference
caused by all the other transmissions to the signal from the th
antenna of user (there are such interferers), and then,
the first stage of the receiver performs an interference cancella-
tion step by subtracting out this MAI from the received signal.

A. Interference Cancellation

The soft interference canceller at the first stage of the pro-
posed receiver is similar to what is proposed in [5] for con-
volutionally coded CDMA and in [10] and [11] for space-time
trellis-coded multiple access systems. Suppose that at the first
stage of the receiver, we have available a priori log likelihood
ratios (llrs) of all users’ transmitted symbols. Note that
subscript 2 and superscript indicate that these a priori log
likelihood ratios were in fact generated by the second stage of
the receiver (i.e. the single-user channel decoders) at the pre-
vious iteration. In general, the log likelihood ratio , for

and , is defined as

(17)

Using the a priori log likelihood ratios , the inter-
ference-cancelling first stage of the receiver computes soft esti-
mates of the transmitted symbol vectors of all the users. In fact,
from (17), we have that

if

if
otherwise

Thus, the soft estimates of the user transmit symbols are given
by

(18)

for and . These soft esti-
mates can then be mapped to the transmit symbol esti-
mates for .
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The interference cancelled signal corresponding to the th
user’s symbol on antenna is then obtained by subtracting out
a soft estimate of MAI:

(19)

where , is an
-vector of all zeros except for the single unity el-

ement at the th position, is
the soft estimate of the th user’s symbol on the th
transmit antenna, and

is the
-vector of soft estimates of all the user symbols on

all the antennas. From (15) and (19), we have

(20)

B. Linear MMSE Filtering

Next, similar to [5] and [12], an instantaneous MMSE filter
is applied to the interference canceller output in order to further
suppress the residual MAI and noise. Unlike the MMSE-filter
employed in [5], this filter also suppresses the self-interference
caused by the other antennas of the same user and is
a space-time filter, as in [12]. However, compared with [12],
this space-time filter also combines the signal energy from dif-
ferent paths in order to maximize the output signal-to-interfer-
ence-plus-noise ratio (SINR).

The linear MMSE filter for the th user’s symbol on the th
transmit antenna is chosen so that the MSE between the filter
output and is minimized:

(21)

Solving the optimization problem (21), we can show that the
required instantaneous MMSE filter is

(22)

where the covariance matrix Cov is
given by

diag

It has been shown in [19] that the residual MAI plus the back-
ground receiver noise at the output of a linear MMSE multiuser
detector can be well modeled as being Gaussian. It is reasonable

to expect the same property to hold in this situation, despite the
extra soft interference cancellation step. The Gaussian assump-
tion for the interference-plus-noise at the MMSE filter outputs in
similar types of soft interference cancellation receivers was pre-
viously employed in [5] and [10]–[12], and the results reported
in those works suggest that it is indeed a reasonable approxima-
tion. Thus, we may model the MMSE filter output with
the following Gaussian model:

(23)

where , and
Var . It can be shown that

(24)

The model (23) is used to compute the soft outputs from the
first stage of the receiver. In fact, it can easily be shown that
the a posteriori llr corresponding to the th user’s signal on the

th transmit antenna is as in (25), shown at the bottom
of the page. From (25), we immediately see that the required
soft output is the extrinsic information term , and from
(23) and (24), we may compute it as

Re
(26)

The set of soft outputs are next associated
with the corresponding transmit symbols to generate the soft
output of the first stage for and

. The set of outputs are next
deinterleaved and passed on to the second stage of the receiver.

C. Channel Decoding

The second stage of the iterative receiver is identical to the
second stage of the turbo receiver proposed in [5] for convo-
lutionally coded CDMA. Specifically, it consists of a bank of

independent soft-in-soft-out (SISO) single-user channel de-
coders corresponding to the users in the channel. The input
to the th user’s individual channel decoder is the deinterleaved
log likelihood ratio information for
from the first stage. Using these inputs and the trellis struc-
ture of the convolutional channel code, the th user’s SISO
channel decoder updates the a posteriori log likelihood ratios
of the output symbols from the th channel encoder, for

. The extrinsic portion of the updated log like-
lihood ratio at the output of the channel decoder is taken to be
the soft output from the second stage, for

for

for

for

for

(25)
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Fig. 1. Decorrelating RAKE-based iterative space-time receiver.

and . These soft outputs are next interleaved
and fed back into the first stage of the turbo receiver to be used
as the a priori log likelihood ratio , for
and , in the next iteration. The operation of
each of the individual SISO channel decoders and the compu-
tation of the extrinsic log likelihood ratios are the same as that
given in [5], and thus, we do not repeat them here.

This iterative process continues until a prespecified number
of iterations are performed or until an acceptable level of perfor-
mance is achieved. In the final iteration, each channel decoder
at the second stage of the receiver outputs hard decisions on the
information bits of its corresponding user.

As we mentioned earlier, one of the shortcomings of this it-
erative algorithm is its complexity. A direct implementation of
the algorithm would be dominated by the complexity of the

matrix inversion required in (22). In the following
section, we introduce a modification for the above receiver that
will reduce the required complexity to the complexity of in-
verting a set of matrices of size .

IV. RAKE-BASED TURBO RECEIVER FOR SPACE-TIME

BLOCK-CODED CDMA

In this section, we develop the structure of the modified two-
stage receiver for multipath CDMA systems. This may be con-
sidered as a combination of the DRAKE receiver developed for
multipath channels in [18] and the iterative interference can-
celling MMSE receiver for convolutional coded CDMA given
in [5].

The modified receiver achieves complexity reduction by
performing interference suppression, space-time decoding, and
multipath combining separately in the first stage, as shown in
Fig. 1. As before, we assume that a priori information about the
code symbols for and
is available at the first stage of the receiver and that we are

interested in detecting the particular user . The receiver uses
a priori information to make soft estimates of all the users’
symbols corresponding to the received frame, and these soft
estimates are used to reconstruct the interference caused by all
the other users to user . The interference cancelling step then
subtracts out this MAI from the received signal.

The next step of the receiver consists of banks of linear
filters, each consisting of branch filters each matched to a dif-
ferent multipath component of a particular user. The filter co-
efficients for each branch filter, in the filterbank corresponding
to the th user are chosen to minimize the error between the in-
terference cancelled received signal and the fading modulated
transmit symbol vector corresponding to the particular multi-
path channel of user . We design these filters so that the struc-
ture of the space-time code embedded in the received signal is
preserved at the output of each branch filter.

Next, the receiver performs space-time decoding on each
branch filter output, and the final step in the first stage consists
of maximal ratio combining of the space-time decoded outputs
from the branch filters. The diversity combined outputs are
used to compute a posteriori information about the channel
symbols. These are deinterleaved and passed on to the second
stage of the receiver as soft inputs.

Note that the second stage of the modified receiver stays
exactly the same as before consisting of a bank of SISO
single-user channel decoders. The updated soft information
from the second stage is interleaved and fed back to the first
stage of the receiver to be used as the a priori information in
the next iteration. As before, the iterative process continues
until a prespecified number of iterations are performed, and in
the final iteration, each channel decoder outputs hard decisions
on the information bits of its corresponding user.

The details of the first stage of the modified receiver are given
in the following sections.
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A. Interference Cancellation

Interference cancellation is performed separately for each
for . The soft estimates of the user trans-

mitted symbols are formed as before, and these are used
to subtract out the MAI from other users. The interference
cancelled signal corresponding to the th user is obtained, for

, as

(27)

where . From (11) and (27), we
have

(28)

where, in (28), the noise term represents the total interfer-
ence-plus-noise at the output of the soft interference canceller:

(29)

where we have introduced the notation .

B. Linear MMSE Filtering

The next stage of the proposed receiver for user consists
of a bank of linear MMSE filters with weights for

and , i.e. the output of the th branch filter
corresponding to the th user is given by

(30)

The weights are chosen so that the MSE between
the filter output and the fading-modulated space-time coded
transmit symbols of the user along path is minimized, i.e.,

(31)

where, as before, we have denoted the th row of the matrix
by . In order to preserve the structure of the space-time
block code at the end of each branch filter, we also impose the
constraint

(32)

where is a unit vector of length , i.e., an -vector having all
zeros except a single one at the th position.

Now, define, for

(33)

and

(34)

Combining (31) and (32) and using the above notation, the
branch filter design problem reduces to the minimization of the
following unconstrained cost function:

(35)

where is a vector of Lagrange multipliers. Here, we have
assumed that due to the interleaving operation performed
after the channel encoding, the symbol stream into
the space-time encoder can be considered to be a sequence
of independent, identically distributed (iid) BPSK symbols,
and thus, , for .
Combining this with the natural assumption that the data
streams of different users are independent, we can show that

. Setting the gradient of the cost
function to zero and using the constraint (32), we
obtain the required branch filter for the th user’s th branch
to be

(36)

Thus, if we denote by the matrix whose th column
is the th branch filter of user , then

(37)

and the output from the branch filters, corresponding to the
desired user , is given by the vector .

Let us introduce the following matrices:

(38)

and

(39)

where diag , with given by
(18).

Then, from (28), (33), and (39), it is easily seen that

(40)

Substituting (40) into (37) and then applying the matrix in-
version lemma [20], we can show that

(41)

Note that the computational complexity of this filter is dom-
inated by the inversion of the matrix , which
can be a considerable reduction compared with the inversion of

matrix, as required in the algorithm described in
previous section. In addition, observe from (41) that this inver-
sion needs to be performed only once for all users.

C. Branch-Wise Space-Time Decoding

It is easily seen from (28) and (36) that the output of the th
branch filter , for , is of the form

(42)

where we have denoted the residual interference-plus-noise at
the output of the th branch filter of user by

(43)
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Continuing with our discussion of the decoding of user in
a 2 2 STBC system, the space-time decoding is performed
on the branch filter outputs for and

. Observing from (42) that the space-time code
property is preserved at the output of each branch filter, we may
form the vector

where we have defined the 2 2 matrix ( , in general)
and the 2-vector ( -vector, in general)

of noise . Note that the matrix
satisfies the property

(44)

Thus, we still have the advantage of simple linear decoding of
the space-time block code along each branch filter as

where we have let .
Note that and are no longer independent due to

the MAI component included in them, resulting in correlated
components in the noise vector . Thus, it is no longer
optimal to decode the components of separately, as is
done in a single-user channel [6]. However, in order to keep the
receiver complexity to a minimum, we will ignore these cor-
relations in the noise components and decode compo-
nent-wise, as in a single-user channel, i.e. we will assume that
the space-time decoder output decouples the effect of and

. This assumption will be correct if the interference
cancellation at the previous stage was perfect, thus completely
removing the MAI component in . This, in turn will be
achieved if the a priori information into the first stage
is perfect. In our proposed receiver, we would expect this to
happen at least after a few iterations, resulting in no significant
performance loss due to our approximation, yet avoiding unnec-
essary receiver complexity.

D. Multipath Combining

Finally, the receiver combines the space-time decoder outputs
from all branches in order to form the final decision variable of
the first stage of the receiver. Due to the above assumption of
decoupled space-time decoder outputs, the decision variable for

must take into account only the -vector of branch outputs
defined as

...

where and denote the th component of the
vectors and , respectively. Similarly, the decision

variable for needs only to be based on the vector of
outputs

...

where we have introduced the notation
and for

, 2. It should be noted that the noise vectors , for ,
2, are vectors of correlated noise components.

These space-time decoded output vectors and are
next multipath combined to form the final decision variables
corresponding to and , respectively. Using max-
imal ratio combining of the multipath components, the diversity
combined outputs become

(45)

and

(46)

E. Soft Output Computation at the End of the First Stage

From (43), we have that

(47)

and

Var (48)

where we have introduced the notation

(49)

From the definition of in (29), it is easy to show that
. Hence, from (47), we have that

(50)

In addition, we can show that

(51)

where is defined in (38).
Substituting (36) into (48) and then using (40) and (51), we

get the variance of the interference suppressed output to be

Var
(52)

Next, we again make the customary assumption that the inter-
ference-plus-noise term at each MMSE filter output is
Gaussian. Combining this assumption with the results in (48)
and (50), we conclude that Var , where
Var is given by (52). Due to our simplifying assumption
that and are independent, it then follows that

diag Var Var . The noise
at the space-time decoded branch outputs is then also zero-mean
Gaussian with the covariance matrix

diag Var Var , where the approxima-
tion is due to the ignoring of the effects of residual MAI.
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Assuming that the noise on each branch filter output is
independent (which, strictly speaking, is not true), this then
allows us to conclude that the noise vectors , for ,
2, are also zero-mean Gaussian, having diagonal co-
variance matrix of the form
diag Var Var , where
Var is given by (52) with replaced by .

Then, from (45), we finally have that the noise term present
in the final multipath combined output for the th user is
still zero-mean Gaussian, having a variance equal to

Var (53)

As usual, we intend to use the extrinsic part of the a posteriori
log likelihood ratio of the BPSK symbols as our soft output. As
we did earlier in (25), the a posteriori log likelihood ratio of the
symbol at the end of the first stage can again be separated
into two parts as , where
is the extrinsic information, which we take as the required soft
output. From (45) and (53), can be computed as

Re
for (54)

The set of soft outputs for and
are next deinterleaved and passed on to the

second stage of the receiver.

V. SIMULATION RESULTS

In this section, we simulate a symbol-synchronous multipath
CDMA system. All users employ the same space-time
block code due to Alamouti [6]. Since we are not concerned
with receiver diversity, we set the number of receiver antennas
to in all simulations. The fading is assumed to be
quasistatic Rayleigh fading, where fading coefficients were as-
sumed to be constant for a frame of 128 information bits and
then change independently to a new value.

The channel code employed by each user is a constraint
length , rate-1/2, convolutional code with octal generators
(46,72) [21].

First, in Fig. 2, we plot the performance of a system with
users, all employing random spreading codes and having equal

average transmit power. The processing gain of this system is as-
sumed to be , and there are paths per user be-
tween each transmitter and receiver antenna pair. Fig. 2(a) and
(b) correspond to the FER and BER performance of the proposed
receivers, respectively, averaged over different sets of random
codes.

Included in the same plots is the performance of a similar
system without using space-time coding but still employing the
same multipath combining receiver, for the sake of compar-
ison. It is clear from Fig. 2 that in the presence of multipath,
the proposed iterative schemes are superior to a system without
space-time coding, in terms of both BER and FER. Interestingly,
however, we observe that the performance of the DRAKE-based

Fig. 2. Performance of the iterative space-time receivers versus SNR (in
decibels).N = 2,N = 1,K = 6, L = 3, and N = 8. (a) FER. (b) BER.

iterative receiver and the system without STTD after only a
single iteration is comparable, and in fact, the system without
space-time coding is sometimes slightly better. However, from
next iteration onwards, the new scheme outperforms the single
antenna system by a considerable margin. The slightly better
performance of the single antenna system without iteration may
be attributed to the fact that in the presence of no a priori infor-
mation about the interfering symbols, the multiantenna system
results in more interference due to more antennas in the pres-
ence of multipath. However, the soft information from the first
stage of the space-time coded system is much more reliable than
the single antenna system due to the diversity advantage. This
results in better interference cancellation, which leads to im-
proved performance in the space-time coded system as we per-
form more iterations. This observation justifies the use of the
proposed receiver scheme in space-time block-coded CDMA
systems operating in frequency-selective channels.
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Fig. 3. Performance of the iterative space-time receivers versus SNR (in
decibels).N = 2,N = 1,K = 4, L = 3, andN = 7. (a) FER. (b) BER.

From Fig. 2, it is also clear that as the SNR per path becomes
larger, the performance improvement offered by the proposed
receivers over the single antenna system becomes also more pro-
nounced. More importantly, with only a few iterations, the per-
formance of the joint space-time MMSE-based scheme is very
close to a single-user system.

On the other hand, comparing the performance of the joint
space-time MMSE-based receiver of Section III with the
DRAKE-based iterative receiver, we observe that there is a
performance penalty due to the reduced complexity. However,
the performance loss due to separating the interference sup-
pression and diversity combining seems to be small for error
rates of practical interest.

In practice, the spreading codes are usually chosen so that they
have special auto- and cross-correlation properties. Gold codes
[22] are well known for their low cross-correlation properties. In
Fig. 3(a) and (b), we have shown the FER and BER performance
of the proposed receivers for a four-user system, where each user

TABLE I
GOLD CODES USED TO PRODUCE FIG. 3

is assigned a distinct Gold code of length . The specific
codes used are given in Table I [5]. Again, we assume that there
are paths per user between each transmitter and receiver
antenna pair. Fig. 3 corresponds to the performance of user 1 in
the above system. Again, from these plots, we observe the per-
formance advantage offered by the proposed multiple antenna
communications system for a multiple-access channel. As be-
fore, the joint space-time MMSE-based receiver achieves almost
near single-user performance after only a few iterations, and the
DRAKE-based low complexity receiver is also not far from that.
As can be seen from Fig. 3, both these schemes also offer a signif-
icant gain over a single transmit antenna system. For example, at

FER and BER, there is more than 2-dB gain achieved
by the DRAKE-based scheme over a system without transmit
antenna diversity. Moreover, the performance loss against the
joint space-time MMSE-based receiver of Section III is only
about 0.5 dB at this performance level.

VI. CONCLUSIONS

By generalizing the turbo receiver proposed in [12] for an
SDMA system, we have proposed iterative uplink receivers for
space-time block coded CDMA systems in multipath channels.
The iterative receivers consist of a first stage that performs the
interference suppression, multipath combining, and space-time
coding followed by a second stage of channel decoding. In order
to reduce the complexity of the exact MMSE-based interference
cancelling receiver, we have also proposed a modified scheme
that can be of use in large transmit antenna systems. The mod-
ified scheme performs the interference suppression, space-time
decoding, and multipath combining in separate stages. Specif-
ically, after the interference suppression stage, the space-time
decoding is performed along each resolvable multipath compo-
nent, and then, maximal ratio combine the set of space-time de-
coded outputs. By exchanging the soft information between the
first and second stages, the receiver performance is improved
with iterations.

Simulation results show that although, in some cases, a
noniterative space-time coded system may have inferior perfor-
mance compared with a system without space-time coding, the
proposed iterative receivers significantly outperform systems
without space-time coding, even with two iterations. We have
also provided an explanation as to why a noniterative receiver
may have inferior performance in a multipath environment
compared with the performance of a single transmit antenna
system. It is also observed that the performance loss due to
the modified receiver scheme is very small for error rates of
practical interest.
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