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Abstract—In this paper, we propose a Bayesian non-parametric signal classification approach for spectrum sensing in cognitive radios (CR’s). The proposed classification approach is based on the Dirichlet process mixture model (DPMM) that allows inferring the number and types of signals from their spectral and cyclic properties. The proposed algorithm is completely autonomous and does not require any prior knowledge of the existing signals or the number of distinct signal classes. We assume that the cluster parameters are drawn from a mixture model, where each mixture component parameterizes a specific observation model, including both Gaussian and non-Gaussian models. By using the Gibbs sampling, we estimate the observation model and cluster parameters that best fit the observed data. Given N data points, under certain regularity conditions, we derive an upper bound for the mean-squared error (MSE) in estimating the clusters means. A Bayesian prediction method is also developed to estimate the probability distribution of the data points. The proposed algorithm is applied to detect and classify WiFi and Bluetooth signals in the ISM band. Simulation results validate the proposed classification approach and show its robustness against channel impairments such as Rayleigh channel fading.
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I. INTRODUCTION

In recent years, the concept of cognitive radios (CR’s) has been proposed for dynamic spectrum access (DSA). This application was motivated by an FCC report published in 2002 which claimed that a large portion of the spectrum bands is not being utilized most of the time [1]. Thus, many research studies have been focused on using CR’s to improve the spectrum utilization by considering CR’s as secondary users that try to access the primary channels whenever possible.

However, as it is noted by Mitola [2], the aim of CR’s is to improve the quality of information (QoI) of wireless users. DSA is a possible means to achieve this goal. However, it is not the goal itself [2]. Along this line, the authors in [3], [4] proposed a CR architecture that was referred to as the Radiobot aimed at achieving: 1) self-learning, 2) self-configuration and 3) spectrum awareness [3], [4].

In order to be aware of its environment, a CR should be able to sense and classify the observed signals. Several feature detection and signal classification methods have been proposed in the literature. For example, [5] proposed a cyclostationarity-based feature detection and a hidden Markov model (HMM)-based signal classification for CR’s. However, this technique requires prior training with ideal feature vectors for each signal type, which may not be possible if the CR is operating in an unknown environment without any prior knowledge of the existing signal types. Other classification methods have also been proposed based on neural networks [6] and support vector machines [7], but they also required training data to initialize the classifiers’ parameters. On the other hand, feature classification can be performed based on parametric classification approaches such as the Gaussian mixture model (GMM) or K-means algorithm that do not require training data. However, these techniques assume a fixed number of classes, which may not be known in an alien RF environment in which the number of active wireless systems is unknown a priori. As an alternative, the authors in [8] proposed to use the X-means algorithm [9] for unsupervised signal classification when the number of clusters is unknown. This approach is based on the K-means algorithms but approximates the number of clusters X by maximizing either the Bayesian information criterion (BIC) or the Akaike information criterion (AIC) [9]. However, similarly to the K-means algorithm, the X-means algorithm assumes spherical Gaussian data, which does not offer enough flexibility when dealing with observations having an arbitrary noise distribution [9]. Moreover, the K-means algorithm can only converge to a local minimum of the distortion measure and its performance heavily depends on the choice of initial center points [9].

To resolve these drawbacks, we resort to non-parametric classification approaches. In particular, the Dirichlet process mixture model (DPMM) that assumes no prior knowledge of the number of clusters [10]. Note that, the DPMM-based classifier is considered to be a Bayesian non-parametric method in the sense of allowing the structure of the model (i.e. number of clusters) to grow with the complexity of the data [10]–[14]. However, the individual observations of the DPMM can still be drawn from parametric distributions. The DPMM-based classifier can infer the number of clusters (or mixture components) from the data itself, making it a suitable candidate for unsupervised and autonomous classifiers. This
approach has been previously applied for galaxy clustering [15], speaker diarization [16], speaker adaptation [17], image segmentation [18] and compressive sensing [19]. In this paper, we propose the DPMM classification approach to infer the number and types of wireless systems that are sensed by a CR in an unknown environment. The non-parametric nature of the DPMM allows for an arbitrary number of clusters and helps the CR to learn and act autonomously in any RF environment.

Note that, most of the existing DPMM classifiers assume Gaussian observation models, which may not accurately represent complex observations encountered in wireless systems [10], [17]–[23]. In this paper, hence, we extend the DPMM framework to both Gaussian and non-Gaussian observation models by allowing the cluster parameters to be drawn from a mixture model where each mixture component is used to parameterize a particular observation model, including both Gaussian and non-Gaussian distributions. By applying the Gibbs sampling, we determine the observation model that best fits each cluster, while estimating the corresponding parameters. To the best of our knowledge, this is the first DPMM that assumes such a framework, thus offering flexibility in handling arbitrary observation models, as opposed to both K-means and X-means algorithms which assume spherical Gaussian observations [9].

In this paper, we develop the DPMM classifier, as described above, and derive the posterior distribution of the clusters’ parameters. The Gibbs sampling is used to sample from the posterior distribution and to update the DPMM hyper-parameters. A Bayesian prediction method is developed to predict the distribution of future feature points, thus allowing the CR to form an RF mapping of the sensed spectrum. We derive an upper bound for the mean-squared error (MSE) in estimating the clusters means, and show that under certain regularity conditions, this upper bound is proportional to \( \log N/N \), where \( N \) is the number of observed feature points. The proposed algorithm is applied to a cyclostationarity-based feature detection method that was proposed in [21], [22] to provide observations data to the DPMM classifier. The simulation results show that the proposed DPMM-based classifier is able to accurately identify/classify different RF transmissions, in particular, in the ISM band. By comparing our proposed DPMM-based classification algorithm to both K-means and X-means algorithms of [8] and [9], we show, through simulations, that the DPMM-based algorithm achieves superior performance. The efficiency of the DPMM-based classifier stems from the flexibility of the non-parametric DPMM framework and the accuracy of the adopted cyclostationarity-based feature extraction method [21], [22]. Furthermore, since all the DPMM hyper-parameters are updated based on the posterior distributions, the DPMM can accurately approximate the observed model.

The remainder of this paper is organized as follows: Section II gives a description of the DPMM. In Section III, we describe the Bayesian classification method and in Section IV we derive the predictive distribution of the observed feature points. The convergence of the algorithm is discussed in Section V and we derive the MSE of the cluster means in Section VI. Simulation results are presented in Section VII and we conclude the paper in Section VIII. Note that, throughout this paper, we use bold characters to refer to vector and matrix quantities.

II. THE DIRICHLET PROCESS

A Dirichlet process \( DP(\alpha_0, G_0) \) is defined to be the distribution of a random probability measure \( G \) over a measurable space \( (\Theta, \mathcal{B}) \), such that, for any finite measurable partition \( \{A_1, \ldots, A_r\} \) of \( \Theta \), the random vector \((G(A_1), \ldots, G(A_r))\) is distributed as a finite dimensional Dirichlet distribution with parameters \((\alpha_0 G_0(A_1), \ldots, \alpha_0 G_0(A_r))\), such that:

\[
(G(A_1), \ldots, G(A_r)) \sim \text{Dir}(\alpha_0 G_0(A_1), \ldots, \alpha_0 G_0(A_r)),
\]

where \( \alpha_0 > 0 \). A vector \((X_1, \ldots, X_n) \sim \text{Dir}(a_1, \ldots, a_n)\) is said to be distributed according to a Dirichlet distribution with parameters \((a_1, \ldots, a_n)\) if:

\[
f(x_1, \ldots, x_n|a_1, \ldots, a_n) = \frac{\Gamma(\sum_{i=1}^n a_i)}{\prod_{i=1}^n \Gamma(a_i)} \prod_{i=1}^n x_i^{a_i-1},
\]

subject to \( \sum_{i=1}^n x_i = 1 \), with \( x_i > 0, a_i > 0 \), for all \( i = 1, \ldots, n \).

We denote \( G \sim DP(\alpha_0, G_0) \) to represent the probability measure \( G \) that is drawn from the Dirichlet process \( DP(\alpha_0, G_0) \). In other words, \( G \) is a random probability measure whose distribution is given by the Dirichlet process \( DP(\alpha_0, G_0) \) [10]. That is, the realizations \( G \) of a Dirichlet process are random probability distributions, in contrast with random variables or random processes that are usually assumed in probabilistic models.

A. Construction of the Dirichlet Process

Since the discrete probability distribution \( G \) is drawn from a Dirichlet process, its construction requires special approaches to determine its random parameters. Teh [10] describes several ways of constructing \( G \). A first method is a direct approach that constructs the random probability distribution \( G \) based on the stick-breaking method. However, this method is impractical since it involves the evaluation of an infinite sum [10]. Interested readers may refer to [10] for a detailed discussion about this method.

A second more practical approach does not define \( G \) explicitly. Instead, it characterizes the distribution of the drawings \( \theta \) of \( G \), given a certain realization \( G \) of \( DP(\alpha_0, G_0) \). This method constructs \( G \) by using the Chinese Restaurant Process (CRP) [10]. The CRP metaphor considers a restaurant with an unbounded number of tables. A customer entering the restaurant is denoted by \( \theta_i \), whereas the distinct tables at which the customers sit are denoted by \( \phi_k \). The \( i \)-th customer sits at the table indexed by \( \phi_k \), with a probability proportional to the number of customers \( m_k \) already seated there, and sits at a new table with a probability proportional to \( \alpha_0 \) [10]. This construction provides a practical approach to sample the values \( \theta \) from a distribution \( G \) that is drawn from a certain Dirichlet process.

Formally, we let \( \theta_1, \theta_2, \ldots \) to be independent identically distributed (i.i.d.) random variables distributed according to \( G \). These random variables are conditionally independent, given
G. However, if G is integrated out, \( \theta_1, \theta_2, \ldots \) are no more conditionally independent and can be characterized as:

\[
\theta_i | \theta_1, \ldots, \theta_{i-1}, \alpha_0, G_0 \sim \sum_{k=1}^{K} \frac{m_k}{i-1 + \alpha_0} \delta_{\phi_k} + \frac{\alpha_0}{i-1 + \alpha_0} G_0 ,
\]

where \( \{\phi_k\}_{k=1}^{K} \) are the \( K \) distinct values of \( \theta_i \)'s and \( m_k \) is the number of \( \theta_i \)'s that are equal to \( \phi_k \). Note that, this conditional distribution is not necessarily discrete since \( G_0 \) might be a continuous distribution (in contrast with \( G \) which is discrete with probability 1). The \( \theta_i \)'s that are drawn from \( G \) exhibit a clustering behavior since a certain value of \( \theta_i \) is most likely to re-occur with a nonnegative probability (due to the point mass functions in the conditional distribution). Moreover, the number of distinct \( \theta_i \) values can be infinite, in general, since there is a nonnegative probability that the new \( \theta_i \) value is distinct than the previous \( \theta_1, \ldots, \theta_{i-1} \). This conforms with the definition of \( G \) as a probability mass function over an infinite discrete set. Since, given \( G \), \( \theta_i \)'s are distributed according to \( G \), we denote \( \theta_i | G \sim G \).

### B. Dirichlet Process Mixture Model (DPMM)

As we have discussed earlier, in Bayesian classification models, a non-parametric classifier assumes that the number of classes (or clusters) can grow with the complexity of the data, as opposed to parametric classifiers which assume that the number of clusters is fixed and known, a priori [10]–[14]. The Dirichlet process makes a perfect candidate for non-parametric classification problems through the Dirichlet process mixture model (DPMM). The DPMM assumes random observations \( y_i \)'s that are drawn from a certain mixture model in which the mixture components are identified with the random variables \( \theta_i \)'s drawn from a distribution \( G \) from a certain Dirichlet process. This implies that the mixture model may consist of infinitely many mixture components since \( G \) is a discrete probability distribution with an infinite support set. Hence, the DPMM endows a non-parametric prior on the parameters of the mixture model [10]. Thus, a DPMM can be defined as follows:

\[
\begin{align*}
G & \sim DP(\alpha_0, G_0) \\
\theta_i | G & \sim G \\
y_i | \theta_i & \sim f_0(\theta_i)
\end{align*}
\]

### III. Data Clustering Based on the DPMM and the Gibbs Sampling

Consider a sequence of observations \( y_{1:N} \), where \( y_i \sim [y_{i,1}, \ldots, y_{i,d}]^T \in \mathbb{R}^d \), and assume that these observations are drawn from a mixture model. If we do not know the number of mixture components, it is reasonable to assume a non-parametric model, such as the DPMM which allows the number of mixture components to increase with the complexity of the data. Thus, let us assume that the mixture components \( \theta_i \) are drawn from a \( G \sim DP(\alpha_0, G_0) \), for \( G = \sum_{k=1}^{\infty} \pi_k \delta_{\phi_k} \), where \( \phi_k \) are the unique values of \( \theta_i \) and \( \pi_k \) are their corresponding probabilities.

The problem is to estimate the mixture component \( \hat{\theta}_i \) for each observation \( y_i \), for all \( i \in \{1, \ldots, N\} \). In particular, we are interested in finding maximum a posteriori probability (MAP) estimates of \( \theta_i \) (\( i = 1, \ldots, N \)), given the observations \( y_{1:N} \). However, it is hard to find analytical MAP estimates of \( \theta_i \)'s since the joint distribution of \( (\theta_1, \ldots, \theta_N) \), given \( y_{1:N} \), is unknown. As an alternative, we may use Monte Carlo methods to compute the MAP estimates by sampling from the posterior distribution of \( \theta_i \)'s, given \( y_{1:N} \) [24], [25]. In particular, in situations that we have the conditional distribution of each \( \theta_i \), given the other parameters \( \{\theta_j\}_{j \neq i} \), as in (3), we can construct a Markov chain Monte Carlo (MCMC) algorithm based on Gibbs sampling to draw samples from the joint posterior distribution of \( (\theta_1, \ldots, \theta_N) \) [26]. The Gibbs sampling algorithm starts with arbitrary estimates of \( \theta_i \)'s and draws samples from the conditional distribution of each parameter \( \theta_i \), given the other parameters \( \{\theta_j\}_{j \neq i} \), where \( \{\theta_j\}_{j \neq i} \) take the values of their most recent estimates [26]. It can be shown that these samples converge in probability to the actual posterior distribution of \( (\theta_1, \ldots, \theta_N) \), thus leading to an efficient method for estimating \( \theta_i \)'s [15].

By assuming a DPMM framework, the posterior distribution of \( \theta_i | \{\theta_j\}_{j \neq i}, y_{1:N} \) can be computed as in (5), where \( f(y_i) = \int f(y_i | \theta) g_0(\theta) d\theta \) is the marginal distribution of \( y_i \), assuming a prior \( g_0(\theta) \), and \( f_0(\theta) \) is a new value drawn according to the conditional distributions \( f(\theta_i | y_i) \) with probability \( q_i \). Note that, the required posterior distribution \( f(\theta_i | y_i) \) can easily be obtained if \( \theta_i \) has a conjugate prior for the likelihood \( f_0(\theta_i | y_i) \). In this case, \( g_0(\theta_i) \) and \( f(\theta_i | y_i) \) will belong to the same family of distributions. In particular, if both the prior distribution \( g_0(\theta_i) \) and the likelihood function \( f_0(\theta_i | y_i) \) are

\[\footnote{The posterior distribution \( p(\theta | x) \) is in the same family as the prior probability distribution \( p(\theta) \), the prior and posterior are then called conjugate distributions, and the prior is called a conjugate prior for the likelihood. All the members of the exponential family have conjugate priors. In particular, the normal, gamma, exponential, Wishart and inverse-Wishart distributions have conjugate priors [27].} \]


and scale factor the covariance matrix of a multivariate Gaussian observation is a prior estimate of these means \[15\].

\[
\theta_i | \{ \theta_j \}_{j \neq i}, y_{1:N} \sim f(\theta_i | y_i) \quad \text{with prob.} \quad q_j = \frac{f_{\theta_j}(y_j)}{\alpha_0 f(y_i) + \sum_{j=1, j \neq i}^N f_{\theta_j}(y_i)}
\]

are \[15\]:

\[
V_i^{-1} \sim W \left( \frac{S_i}{2}, \frac{1 + s}{2} \right), \quad \mu_i | V_i \sim N(x_i, XV_i),
\]

where \(S_i = S + \frac{(y_i - m)(y_i - m)^T}{\tau} \), \(X = \frac{1}{\tau + s} \) and \(x_i = \frac{m + \tau y_i}{\tau + s} \).

The corresponding weights \(q_0\) and \(q_j\) in (5) can shown to be \[15\]:

\[
q_0 \propto \frac{\alpha_0 c(s)}{|M|^{1/2}} \left( 1 + (y_i - m)^T M^{-1}(y_i - m) \right)^{-(1+s)/2}
\]

and

\[
q_j \propto \frac{1}{\sqrt{2V_j}} e^{-\frac{(y_j - \mu_j)^T V_j^{-1}(y_j - \mu_j)}{2}},
\]

for \(j \in \{1, \cdots, N\}, j \neq i \) and subject to \(\sum_{j=1, j \neq i}^N q_j = 1\), with \(M = \frac{1+s}{\tau} S\) and \(c(s) = \Gamma(\frac{1+s}{2}) \Gamma(\frac{\tau}{2}) s^{-1/2}\).

We may use the above posterior marginal distribution to perform Gibbs sampling. The resulting number of distinct values of \(\theta_i\) (denoted by \(\{q_{\theta_i}\}_{i=1}^N\)) is then an estimate of the number of components (or clusters) in the mixture model. Algorithm 1 summarizes this DPMM classification procedure based on the Gibbs sampling. Upon convergence, the observations \(y_i\)'s that share identical values of \(\theta_i\)'s are assumed to belong to the same cluster.

**Algorithm 1** Clustering algorithm.

1. Initialize \(\hat{\theta}_i = y_i, \forall i \in \{1, \cdots, N\} \).
2. While convergence condition not satisfied do
   3. For \(i\) = shuffle \(\{1, \cdots, N\}\) do
      4. Use Gibbs sampling to obtain \(\hat{\theta}_i\) from the posterior distribution in (5).
   5. End for
3. End while

B. DPMM-based clustering with a mixture prior for \(\theta_i\)

Most of the existing DPMM-based classification problems assume that the observations \(y_{1:N}\) are normally distributed, given the cluster parameters \(\theta_i\)'s \[10, 18, 23\]. In this paper, however, we relax this condition to allow \(y_i|\theta_i\) to be non-Gaussian distributed. In modifying the likelihood \(f_{\theta_i}(y_i)\), however, we also need to adapt the prior distribution of \(\theta_i\) accordingly so that it is a conjugate prior for the assumed likelihood. This is necessary since if we were to loose the conjugate property of the prior, a closed-form expression for the posterior distribution of \(\theta_i\), as in (5), may not be possible. For example, the Gaussian prior is conjugate for the Gaussian likelihood. However, if we were to use a different likelihood function, such as the log-normal distribution, the Gaussian prior is no more conjugate for this particular likelihood. In

\[2\]

The Wishart distribution \(W(V, n)\) is characterized by a positive definite scale matrix \(V\) and \(n\) denoting the degrees of freedom.

\[3\]

Note that, families of conjugate priors are not unique. In particular, the set of all probability distributions is always a conjugate prior.
this case, a possible conjugate prior would be the Gamma distribution [28]. Thus, modifying the likelihood \( f_{\theta_i}(y_i) \) should be done in conjunction with adapting the prior distribution of \( \theta_i \), accordingly.

Hence, we allow the likelihood function \( f_{\theta_i}(y_i) \) to belong to one of the \( L \) different distributions (e.g. Gaussian, or Gamma or log-normal, etc.). The parameter \( \theta_i \) denotes the distribution parameter and we let \( Z_i \in \{1, \cdots, L\} \) to denote the distribution index, which specifies the type of the distribution \( f_{\theta_i}(y_i) \). Clearly, \( \theta_i \) can be modeled as a mixture model of \( L \) components where each component is a random parameter drawn from a certain set \( S_l \), for \( l = 1, \cdots, L \). The set \( S_l \) contains all possible parameters of the \( l \)-th distribution model. By following a Bayesian approach, we can estimate the parameters \( \theta_i \)'s, given the observations \( y_i \)'s, by using (5).

We denote a discrete prior distribution for \( Z_i \) such that \( P(Z_i = l) = \kappa_l \), for \( l = 1, \cdots, L \). Given a certain observation model \( Z_i = l \) for the observation \( y_i \), we denote the conditional prior distribution of \( \theta_i \) as \( f(\theta_i|Z_i = l) \sim G_0^{(l)}(\theta_i) \), where \( \theta_i \in S_l \).

We define \( f_{\theta_i}^{(l)}(y_i) \triangleq f(y_i|\theta_i = \theta, Z_i = l) \), for all \( \theta \in S_l \), to be the likelihood function of the observation \( y_i \), given that \( Z_i = l \). Thus, we can write \( y_i|\{\theta_i, Z_i\} \sim f_{\theta_i}^{(l)}(y_i)J(Z_i = 1) + \cdots + f_{\theta_i}^{(L)}(y_i)J(Z_i = L) \), where the indicator function \( J_A \) is defined as \( J_A = 1 \) if the event \( A \) is true, and 0 otherwise. Note that, the distribution of \( y_i|\{\theta_i, Z_i\} \) is defined for \( \theta_i \in S_Z \), such that \( \theta_i \) is a valid parameter for the \( Z_i \)-th distribution model.

Under the above formulation, the posterior distribution of the parameter \( \theta_i \), given the observation \( y_i \), is defined over the set \( S \triangleq \bigcup_{l=1}^L S_l \):

\[
f(\theta_i|y_i) = \sum_{l=1}^L \tilde{\kappa}_{l,i} f(\theta_i|y_i, Z_i = l), \tag{6}
\]

where \( \tilde{\kappa}_{l,i} \triangleq P(Z_i = l|y_i) \)

\[
= \frac{\kappa_l f(y_i|Z_i = l)}{\sum_{l=1}^L \kappa_l f(y_i|Z_i = l)}
= \frac{\kappa_l \int_{\theta \in S_l} f_{\theta_i}^{(l)}(y_i)G_0^{(l)}(\theta)d\theta}{\sum_{l=1}^L \kappa_l \int_{\theta \in S_l} f_{\theta_i}^{(l)}(y_i)G_0^{(l)}(\theta)d\theta}, \tag{7}
\]

and \( f(\theta_i|y_i, Z_i = l) = 0 \) if \( \theta_i \notin S_l \). In general, if a closed-form expression cannot be obtained for (7), \( \tilde{\kappa}_{l,i} \) can be evaluated numerically.

The expression in (6) implies that \( \theta_i \) can be sampled from the posterior distribution \( f(\theta_i|y_i, Z_i = l) \) with a probability \( \tilde{\kappa}_{l,i} \), for \( l = 1, \cdots, L \). In other words, given an observation \( y_i \), the distribution index \( Z_i \) is first sampled from the discrete set \( \{1, \cdots, L\} \), with corresponding probabilities \( \{\tilde{\kappa}_{l,i}\}_{l=1}^L \). Given the sampled value of \( Z_i \), \( \theta_i \) can be sampled from \( S_{Z_i} \), using the posterior distribution \( f(\theta_i|y_i, Z_i) \). Furthermore, if \( f_{\theta_i}^{(l)}(y_i) \) and \( G_0^{(l)}(\theta_i) \) are conjugate for the likelihood \( f_{\theta_i}^{(l)}(y_i) \), \( \forall l \in \{1, \cdots, L\} \), then the posterior in (6) can be expressed in closed-form. If not, the posterior may not be derived in closed-form. However, the approach can still be used with numerical methods.

The marginal distribution of the observation \( y_i \) can be computed as:

\[
f(y_i) = \sum_{l=1}^L \kappa_l \int_{\theta \in S_l} f_{\theta_i}^{(l)}(y_i)G_0^{(l)}(\theta)d\theta. \tag{8}
\]

By substituting (6) and (8) in (5), we obtain the posterior distribution of \( \theta_i|\{\theta_j\}_{j \neq i}, y_i:Y \).

**An Example (Clustering with a mixture of Gamma, log-normal and Gaussian observation models):**

For example, let us assume that \( y_i = [y_{i1}, \cdots, y_{id}]^T \in \mathbb{R}^d \) and \( L = 3 \), so that each \( y_i|\theta_i \) is a mixture of Gaussian, Gamma and log-normal distributions. For analytical tractability, the likelihood functions of the observations \( y_i \)'s are selected so that the prior and posterior distributions of \( \theta_i \) are conjugate. We also assume that the elements of \( y_i \)'s are independent in the case of non-Gaussian observation models.

First, as in Section III-A, we may define \( S_l \triangleq \mathbb{R}^d \times \mathbb{R}^{d\times d} \) to be the set of possible parameters of the Gaussian likelihood function corresponding to \( \theta_i|\{Z_i = 1\} \triangleq (\mu_i, \Sigma_i) \). In this case, the likelihood \( f_{\theta_i}^{(1)}(y_i) \), the posterior \( f(\theta_i|y_i, Z_i = 1) \), the marginal \( \int_{S_l} f_{\theta_i}^{(1)}(y_i)G_0^{(1)}(\theta)d\theta \) and the prior \( G_0^{(1)}(\theta_i) \) can be computed as described in Section III-A.

Next, we define \( S_2 \triangleq \mathbb{R}^d \), such that \( \{Z_i = 2\} \triangleq a \), where \( a = [a_1, \cdots, a_d]^T \) are the shape parameters of a Gamma distributed likelihood function (assuming fixed rate parameters \( \{b_k\}_{k=1}^d \) such that:

\[
f_{\theta_i}^{(2)}(y_i) = \prod_{k=1}^d b_{a_k} e^{-y_{ik} a_k - e^{-b_k y_{ik}}}, \tag{9}
\]

where we have let \( a = a_i \), i.e. \( y_{i,k}|\{\theta_i = \theta, Z_i = 2\} \sim \Gamma(a_k, b_k) \) and are i.i.d. Note that, (9) denotes the likelihood of observation \( y_i \), joining a cluster with parameter \( \theta \). In this case, to preserve the conjugate property, the prior distribution of \( a \) is assumed to be equal to:

\[
G_0^{(2)}(\theta_i) = C_0^{(2)}(a) = \prod_{k=1}^d \frac{1}{\Gamma(a_k) c_k^{a_k-1}} e^{-c_k b_k}, \tag{10}
\]

where \( a_0, b_0 \) and \( c_0 \) are the corresponding hyper-parameters and \( J(a_0, b_0, c_0) \triangleq \int_0^\infty \frac{a_0^{a_k-1} b_k^{c_k}}{\Gamma(a_k) c_k^{a_k}} dx \) is the normalization term. The posterior distribution of \( \theta_i \) can be obtained as in [28] and can be shown to be equal to:

\[
f(\theta_i|y_i, Z_i = 2) = f(a|y_i) = \prod_{k=1}^d \frac{1}{J(a_0 y_{i,k}, b_0 + 1, b_k, c_0 + 1)} e^{-c_k b_k} \Gamma(a_k)^{b_k+1}. \tag{11}
\]

The marginal distribution of \( y \) can thus be computed as:

\[
f(y_i|Z_i = 2) = \int_{y_i} \int_0^\infty \frac{b_k e^{-b_k y_{i,k}}}{\Gamma(z)} \left[ \int_0^\infty \frac{a_0^{a_k-1} b_k^{c_k}}{\Gamma(t)^{b_k+1}} dt \right]^{-1} dz. \tag{12}
\]

Note that, in practice, the above marginal distribution of \( y \) can be estimated using numerical methods since it has to be only evaluated for a particular value of \( y_i \).
Finally, we define \( S_\beta \triangleq \mathbb{R}^d \) such that \( \theta_i | \{ Z_i = 3 \} \triangleq \rho \), where \( \rho = [\rho_1, \ldots, \rho_d]^T \) are the log-scale parameters of a log-normal likelihood function (assuming fixed shape parameters \( \{ \xi_k \}_{k=1}^d \)) such that:

\[
 f^{(3)}_\theta(y_i) = \prod_{k=1}^d \frac{1}{y_i k \sqrt{2\pi \xi_k^2}} e^{-\frac{(\ln y_i - \rho_k)^2}{2\xi_k^2}},
\]

\[ (11) \]

where we let \( \theta = \rho \), i.e. \( y_i | \{ \theta = \rho, Z_i = 3 \} \sim \ln N(\rho_k, \xi_k^2) \) and are i.i.d. The prior distribution of \( \rho \) is assumed to be equal to:

\[
 G_0^{(3)}(\theta_i) = G_0^{(3)}(\rho) = \prod_{k=1}^d \frac{1}{\sqrt{2\pi \xi_0 k}} e^{-\frac{(\rho_k - \rho_0)^2}{2\xi_0^2}},
\]

\[ (12) \]

i.e. \( \rho_k \sim N(\rho_0, \xi_0^2) \), where \( \rho_{0,k} \) and \( \xi_{0,k} \) \((k = 1, \ldots, d)\) are the corresponding hyper-parameters. The posterior distribution of \( \theta_i \) is equal to [28]:

\[
 f(\theta_i | y_i, Z_i = 3) = f(\rho | y_i) = \prod_{k=1}^d \frac{1}{2\pi \psi_k} e^{-\frac{1}{2\psi_k} (\rho_k - y_k)^2},
\]

\[ (13) \]

i.e. \( \rho_k | y_i, k \sim N(\nu_k, \psi_k) \), where \( \nu_k = \frac{\xi_k^2 \rho_{0,k} + \xi_0^2 y_k}{\xi_k^2 + \xi_0^2} \) and \( \psi_k = \frac{\xi_k^2 + \xi_0^2}{\xi_k^2} \). The marginal distribution of \( y \) can thus be computed as:

\[
 f(y_i | Z_i = 3) = \prod_{k=1}^d \frac{1}{2\pi y_i \sqrt{\xi_k^2 + \xi_0^2}} e^{-\frac{1}{2\xi_k^2} (\ln y_i - \rho_k)^2} \int_{-\infty}^{\infty} e^{-\frac{1}{2\xi_0^2} (\rho_k - y_k)^2} d\rho,
\]

which can again be estimated numerically.

Once we have the marginal posterior distributions characterized as above, we can apply the Gibbs sampling as in Algorithm 1 to find the best observation model that fits each cluster.

**C. Prior and posterior distributions for \( \alpha_0 \)**

In [29], it was shown that the posterior distribution for \( \alpha_0 \) can be represented in a simple conditional form, given a certain class of prior distributions for \( \alpha_0 \) [14]. In particular, if the prior distribution of \( \alpha_0 \) follows the Gamma distribution, such that \( \alpha_0 \sim Ga(a,b) \) with shape \( a > 0 \) and scale \( b > 0^d \), then the conditional posterior distribution of \( \alpha_0 \) may be expressed as a mixture of two Gamma distributions, where the mixing parameter follows a Beta distribution, such that:

\[
 \alpha_0 | x, K \sim \pi_x Ga(a + K, b - \log(x)) + (1 - \pi_x) Ga(a + K - 1, b - \log(x))
\]

\[ (14) \]

where \( K \) is the number of clusters and \( x | \alpha_0, K \sim Beta(\alpha_0 + 1, N) \) with \( Beta \) denoting the Beta distribution [14], [29]. The mixing parameter \( \pi_x \) is defined such that:

\[
 \pi_x = \frac{a + K - 1}{1 - \pi_x} = \frac{a + K - 1}{N (b - \log(x))},
\]

\[ (15) \]

It should be noted that \( \alpha_0 \) and \( K \) should be sampled at each iteration of the Gibbs sampling and that the prior distribution of \( K \) is given by [29]:

\[
 P(K | \alpha_0, N) = c_N(K)N!\alpha_0^K \frac{\Gamma(\alpha_0)}{\Gamma(\alpha_0 + N)},
\]

\[ (16) \]

where \( c_N(K) = P(K | \alpha_0 = 1, N) \) can be computed using recurrence formulae for Stirling numbers [29]. Note that this prior distribution depends only on the number of data points \( N \) and on the concentration parameter \( \alpha_0 \).

Moreover, for large \( N \), the number of clusters generated by this model can be approximated as \( K = X + 1 \), where \( X \) is a Poisson random variable with mean \( \alpha_0 (\gamma + \log(N)) \) and \( \gamma \approx 0.5772156649 \) being the Euler constant [29]. This approximation is useful if the number of clusters \( K \) is much smaller than the number of data points \( N \), when \( N \) is large [29]. In wireless applications, we may assume that different wireless systems form different clusters. The data points within each cluster may represent the signals corresponding to that system (cluster). If the signals are detected frequently w.r.t. the operation time of a certain system, a large number of feature points will be observed in a single cluster, which makes the number of feature points \( N \) to grow at a much faster rate compared to \( K \), thus justifying the use of above approximation.

On the other hand, in order to compute the posterior distribution of \( K \), given the observed data points, the authors in [15], [29] proposed a Monte Carlo approach. This method was based on counting the number of distinct mixture components at each Gibbs iteration and updating the posterior of \( K \) accordingly. Hence, the empirical posterior probability of \( K \) can be approximated by the histogram of the number of mixture components that are encountered throughout the Gibbs sampling iterations.

**IV. BAYESIAN PREDICTION (OR DENSITY ESTIMATION) OF THE OBSERVATION VARIABLES**

Upon observing and classifying \( N \) feature points, a CR may need to predict the occurrence of a particular observation \( Y_{N+1} \) in the next time step. The predictive probability distribution of the random observation \( Y_{N+1} \) can help to achieve this goal by using the previously observed features. Such predictive distribution can be useful in decision-making applications, allowing CR’s to coordinate their actions with other wireless users by predicting their behavior.

The posterior distribution of \( Y_{N+1} \), given the observations \( Y_{1:N} \) and the cluster parameters \( \theta_{1:N} \), is denoted by \( P(Y_{N+1} | \theta_{1:N}, Y_{1:N}) \). Since \( \{Y_i\}_{i=1}^N \) are i.i.d., given \( \theta_{1:N} \), we have \( P(Y_{N+1} | \theta_{1:N}, Y_{1:N}) = P(Y_{N+1} | \theta_{1:N}) \) which may be evaluated as \( \int P(Y_{N+1} | \theta_{1:N}) dP(\theta_{1:N} | \theta_{1:N}) \) [15]. According to [15], the probability distribution of \( Y_{N+1} \), given the components \( \theta_{1:N} \), can be computed as:

\[
 (Y_{N+1} | \theta_{1:N}) \sim \frac{\alpha_0}{\alpha_0 + N} f(y_{N+1}) + \frac{1}{\alpha_0 + N} \sum_{i=1}^N f_i(y_{N+1}),
\]

\[ (17) \]
where \( f(y_{N+1}) \) is the marginal distribution of \( Y_{N+1} \) which was defined in (8). We may re-write (17) as:

\[
(\mathbf{Y}_{N+1}|\theta_{1:N}) \sim \frac{\alpha_0}{\alpha_0 + N} f(y_{N+1}) + \frac{N}{\alpha_0 + N} \sum_{k=1}^K \frac{n_k}{N} f_{\theta_k}(y_{N+1})
\]

(18)

where \( n_k \) is the number of data points in cluster \( k \in \{1, \cdots, K\} \). Note that (18) implies that the observation \( Y_{N+1} \) is drawn from a mixture of a Student t-distribution and an observation mixture model with mixing parameters \( \frac{\alpha_0}{\alpha_0 + N} \) and \( \frac{n}{\alpha_0 + N} \), respectively. In wireless applications, it is reasonable to assume that a detected signal may belong to a previously detected system (cluster) with a probability proportional to the number of signals observed from that system. However, since we assume that the number of systems (clusters) is unknown, a priori, a signal belonging to a new system may arise with a probability proportional to \( \alpha_0 \). Thus, the probability distribution in (17) may be used to predict the occurrence of a certain signal, given past information.

Since past information may consist of only noisy observations \( y_{1:N} \), in the following, we show the predictive distribution of \( Y_{N+1} \), given the past observations \( y_{1:N} \). Thus, we integrate out the cluster parameters \( \theta_{1:N} \) from the posterior distribution of \( Y_{N+1} \) since these parameters are not fully observable by the classifier. Hence, the Bayesian prediction, or density estimation, problem can be solved by evaluating the unconditional predictive distribution:

\[
P(\mathbf{Y}_{N+1}|\mathbf{y}_{1:N}) = \int P(\mathbf{Y}_{N+1}|\theta_{1:N}) dP(\theta_{1:N}|\mathbf{y}_{1:N}) .
\]

(19)

The complexity of the above expression stems from the inherent complexity of the posterior \( P(\theta_{1:N}|\mathbf{y}_{1:N}) \). However, by using the Monte Carlo approach of [15], [23], it is possible to obtain an approximation for this density function, iteratively. For a given \( m \) and \( \tau \) parameters, the estimated density function is given by [15]:

\[
P(\mathbf{Y}_{N+1}|\mathbf{y}_{1:N}) \approx \frac{1}{N_r} \sum_{r=1}^{N_r} P(\mathbf{Y}_{N+1}|\theta_{1:N}(r))
\]

\[
= \frac{1}{N_r} \sum_{r=1}^{N_r} \left[ \frac{\alpha_0(r)}{\alpha_0(r) + N} f(y_{N+1}) + \frac{1}{\alpha_0(r) + N} \sum_{i=1}^N f_{\theta_i(r)}(y_{N+1}) \right],
\]

where \( N_r \) is the number of Gibbs sampling iterations, \( \theta_i(r) \) and \( \alpha_0(r) \) are the sampled parameters at the \( r \)-th iteration. The authors in [15] have shown the convergence of the above estimate to the actual predictive distribution \( P(\mathbf{Y}_{N+1}|\mathbf{y}_{1:N}) \) for almost all starting values. That is:

\[
\lim_{N_r \to \infty} \frac{1}{N_r} \sum_{r=1}^{N_r} P(\mathbf{Y}_{N+1}|\theta_{1:N}(r)) = P(\mathbf{Y}_{N+1}|\mathbf{y}_{1:N}) .
\]

(20)

The above identity shows that the predictive distribution of \( Y_{N+1} \) is equivalent to the average likelihood function of \( Y_{N+1} \), averaged over the Gibbs sampling iterations.

V. CONVERGENCE OF ALGORITHM 1

The convergence of Algorithm 1 has been proven in [15], [23] based on the MCMC approach. The convergence result can be stated as follows.

Let \( Q_1(\theta_{1:N}(0), A) \) be the probability that, with an initial value \( \theta_{1:N}(0) \) and after one iteration, Algorithm 1 produces a sample value that is contained in the measurable set \( A \), i.e. \( Q_1(\theta_{1:N}(0), A) = P\{\theta_{1:N}(1) \in A|\theta_{1:N}(0)\} \). \( Q_1(\ldots) \) is called the transition kernel of the Markov chain. Similarly, let \( Q_1(\theta_{1:N}(0), A) = P\{\theta_{1:N}(s) \in A|\theta_{1:N}(0), s\} \). Let’s denote by \( P(\theta_{1:N}|\mathbf{y}_{1:N}) \) the posterior distribution of \( \theta_{1:N} \).

Theorem 1 of [15] states that, for almost all starting values of \( \theta_{1:N}(0) \), the probability measure \( Q_1 \) (defined over the measurable space \( \Omega \supseteq A \)) converges in total variation norm to the posterior distribution as \( s \) goes to infinity. That is, for almost all \( \theta_{1:N}(0) \),\n
\[
\lim_{s \to \infty} \| Q_1(\theta_{1:N}(0), r) \| = 0, \text{ for some } \delta > 0.
\]

In other words, Theorem 1 does not state that \( \theta_i(r) \to \theta_i \) for all \( i \in \{1, \cdots, N\} \), however, it ensures that the Gibbs sampling outcomes \( \theta_{1:N}(r) \) will be distributed according to the actual posterior distribution of \( \theta_{1:N}|\mathbf{y}_{1:N} \), for large \( r \). This result is particularly important to justify the use of the Gibbs sampling outcomes in constructing the posterior distribution of \( \theta_{1:N}|\mathbf{y}_{1:N} \) and finding an estimation of \( \theta_{1:N} \).

VI. MEAN-SQUARED ERROR (MSE) ANALYSIS OF THE ESTIMATED CLUSTER MEANS

In this section, we derive the mean-squared error (MSE) of the estimated cluster means and, under certain regularity conditions, we establish an asymptotic upper bound on the MSE. Denote by \( \mu_k \) and \( \mu_s \) to be, respectively, the estimated and actual mean vectors of cluster \( k \in \{1, \cdots, K\} \).

By assuming that the DPMM-based classifier results in correct clustering of the observation points (after sufficiently many Gibbs sampling iterations), the MSE of the estimated cluster means \( \mu_k \) can be expressed as:

\[
MSE_k = tr\left( \frac{1}{n_k} \mathbf{V}_k \right) = \frac{1}{n_k} tr(\mathbf{V}_k),
\]

(21)

where \( \mathbf{V}_k \) is the covariance matrix of the observations in cluster \( k \), and \( n_k \) is the number of data points belonging to cluster \( k \).

In a DPMM with \( N \) data points and with \( K \) clusters, the average MSE becomes:

\[
MSE = E\left\{ \frac{1}{K} \sum_{k=1}^{K} MSE_k|N \right\},
\]

(22)

where the prior distribution of \( K \) is as given in (16). For large \( N, K \) can be approximated with a Poisson random variable such that [29]:

\[
P\{K = k|\alpha_0, N\} = \frac{e^{-\alpha_0(\gamma + log N)} [\alpha_0 (\gamma + log N)]^k}{k!}, \text{ for } k = 0, 1, \cdots.
\]

(23)
Thus, we have:

\[
MSE = \mathbb{E}\left\{ \frac{1}{K} \sum_{k=1}^{K} MSE_k | N \right\}
\]

\[
= \mathbb{E}\left\{ \frac{1}{K} \sum_{k=1}^{K} \frac{1}{n_k} tr(V_k) | N, n_k \neq 0 \right\}
\]

Due to the complexity of the distribution of $\frac{1}{n_k}$, it is hard to obtain a closed form for the above MSE expression. However, if the observations are equally partitioned among the clusters (i.e. $n_k = \frac{N}{K}$), we have:

\[
MSE = \mathbb{E}\left\{ \frac{1}{K} \sum_{k=1}^{K} \frac{1}{n_k} tr(V_k) | N, n_k \neq 0 \right\}
\]

\[
= \mathbb{E}\left\{ \frac{1}{K} \sum_{k=1}^{K} \frac{K}{N} tr(V_k) | N \right\}
\]

\[
\leq \frac{1}{N} \mathbb{E}\left\{ \sum_{k=1}^{K} V_{max} | N \right\}
\]

\[
= \frac{1}{N} V_{max} \mathbb{E}\left\{ K | N \right\}
\]

\[
= \frac{1}{N} V_{max} (\gamma + \log N) \mathbb{E}\left\{ \alpha_0 \right\}
\]

\[
= \frac{ab}{N} V_{max} (\gamma + \log N)
\]

\[
= MSE ,
\]

where $V_{max} = \max_{k=1, \ldots, K} tr(V_k)$ and $\alpha_0 \sim Ga(a,b)$. Thus, under the above assumed conditions and for large $N$, an upper bound for MSE of the cluster mean estimates can be taken to be proportional to:

\[
MSE \propto \frac{\log N}{N}.
\]

This result shows that the MSE of the cluster mean estimates decreases with $N$. However, the convergence of the Gibbs sampling algorithm becomes slower as $N$ increases. Thus, a tradeoff should be made between the estimation accuracy and the convergence speed when selecting a particular data set of size $N$ for clustering.

The above asymptotic bound is valid for large values of $N$, which can be justified in spectrum sensing applications when the sensing periods are very short, as in [21]. In this case, we consider a time window that includes a large number of sensing intervals as the processing period. Feature points are extracted after each sensing interval, thus leading to a large number of feature points $N$ during this time window. These $N$ feature points are then used in DPMM classification, justifying the use of large $N$ in the above result. In addition, if the RF activities remain constant during the time window, feature points will be observed from the same clusters over successive sensing intervals. Then, we may assume that the total number of feature points will be equally partitioned among all the clusters.

Thus, we have:

\[
MSE = \mathbb{E}\left\{ \frac{1}{K} \sum_{k=1}^{K} MSE_k | N \right\}
\]

\[
= \mathbb{E}\left\{ \frac{1}{K} \sum_{k=1}^{K} \frac{1}{n_k} tr(V_k) | N, n_k \neq 0 \right\}
\]

FIG. 2. Signal Classification of 2 WiFi and a Bluetooth signal. The feature point is denoted by $(f_c, \alpha, B)$, where $f_c$ is the carrier frequency, $\alpha$ is the cyclic frequency component corresponding to the symbol rate and $B$ is the estimated bandwidth. Energy detection is applied for 30µs at an SNR of 5 dB with Rayleigh fading (fast fading). The probability of correct classification is 100% after 20000 Gibbs sampling iterations.

VII. SIMULATION RESULTS: SIGNAL CLASSIFICATION IN THE ISM BAND

In this section, we apply above developed non-parametric signal classification algorithm based on DPMM to the problem of RF mapping. In particular, to start with, we consider 2 IEEE 802.11.b WiFi signals (channels 2 and 13) transmitting at 2.417 and 2.472 GHz, respectively. We also consider a Bluetooth signal transmitting at 2.45 GHz during the sensing process. The SNR at the receiver is 5 dB and each sensing window is 30µs. We assume a fast-fading Rayleigh channel with normalized fading coefficients $h$ such that $\mathbb{E}\{h^2\} = 1$.

After each 30µs sensing time, feature points $(f_c, \alpha, B)$ are extracted from the sensed signal, where $f_c$ denotes the carrier frequency (down-converted to zero-IF), $\alpha$ is the cyclic frequency component corresponding to the symbol rate and $B$ is the estimated signal bandwidth. The carrier frequencies $f_c$ and cyclic frequencies $\alpha$ are obtained by applying the energy and cyclostationary detection algorithms in [22] and the signal bandwidth is estimated from the smoothed PSD of the received signal. In this setup, each WiFi signal has a bandwidth of 22 MHz and the Bluetooth signal has a bandwidth of 1 MHz. Furthermore, the Bluetooth signal has a symbol rate of 1 Mbaud and the WiFi has a chip rate of 11 Mchips/s that is manifested in the $\alpha$ component of the feature points.

We perform 50 repetitions of the sensing process (over a total sensing time of $50 \times 30$µs) and obtain the feature points. Then we apply our proposed DPMM-based feature classification algorithm to classify the observed feature points. The feature points that are marked with the same marker shape in Fig. 2 are assigned to the same cluster. We show in Fig. 2 the results of the DPMM classification in a 3D feature space where the two WiFi signals are estimated to have Gaussian observation models while the Bluetooth signal is assigned a log-normal model. The classification accuracy, denoting the
The second coordinate of the feature vector is 12.

The feature extraction accuracy is also computed to show its impact on the classification performance.

In the next set of simulations, we compare performance of the proposed DPMM-based classification algorithm to that of the approach proposed in [8] based on the K-means and X-means algorithms [9]. In the simulation setup, we consider an additional 4-QAM digital signal transmitting at 2440 MHz. For simplicity, we limit the feature vectors to be 2-D data \((f_c, B)\). We analyze the performance of the DPMM, K-means and X-means classification algorithms at different SNR’s in terms of the classification accuracy. The classification accuracy is defined as the proportion of feature vectors that are correctly detected and classified. Obviously, this quantity depends on both feature extraction and signal classification performance. Hence, we also compute the feature extraction accuracy as the proportion of correctly detected feature vectors. This will show the impact of a particular feature extraction algorithm on the overall classification accuracy.

At each SNR, we compute the feature extraction accuracy as well as the classification performance of each of the three above algorithms. The classification accuracy is averaged over 10 independent runs and is shown in Fig. 3. This figure shows that the classification accuracy of each of the three classifiers is upper-bounded by the feature extraction accuracy which is considered as the bottleneck for the classification performance. Obviously, this is the case since we define the correctly classified features as a subset of the correctly detected features. As can be seen from Fig. 3, by increasing the SNR, the feature extraction accuracy improves, as well as both DPMM and K-means \((K = 4)\) accuracies. Although the K-means might have similar (yet lower) performance, compared to the DPMM, it requires additional prior information about the number of clusters to achieve good results. Even with such information, however, the K-means does not always reach the performance level of the DPMM due to its underlying Gaussian spherical assumption that is not able to match complex observations, as in spectrum sensing applications. On the other hand, the DPMM can achieve better performance, compared to the K-means, yet without any prior knowledge about the number of clusters. This is due to its better ability to match the observation model and infer hidden information about the data by following a Bayesian approach. The X-means algorithm, however, suffers from poor performance, even at high SNR, since it is not able to estimate accurately the number of clusters because of its presumption of Gaussian spherical observation model. Furthermore, as can be shown in Fig. 3, a high SNR does not necessarily improve the classification performance of the X-means, as long as the number of clusters is not estimated correctly. The DPMM classifier, however, can avoid this problem by having a better estimation of the number of clusters.

In Fig. 4, we plot the predictive probability distribution of future feature points. For simplicity of representation, we again consider a 2D feature space with feature points \((f_c, B)\) and represent the probability density function of the predictive distribution in contour lines. The result shows four main clusters corresponding to the WiFi, Bluetooth and QAM signals where the feature points corresponding to channel 2 of the WiFi system is estimated to have a log-normal distribution while the other feature points are estimated to have Gaussian distributions. The obtained distribution forms an RF mapping of the RF environment and can help CR’s to adapt their actions by using this information (beyond the scope of this paper).

Finally, we verify the analytical MSE expression of Section VI in the case of \(K = 2\). In particular, we consider two WiFi signals (channels 2 and 13) and we compute the corresponding MSE resulting from the DPMM-based classification. We consider a scalar feature point \(f_c\), consisting of the measured center frequencies. Since the number of systems is assumed to be fixed during the classification process, we have \(E[K|N] = 2\) in (26), thus resulting in an analytical upper bound equal to \(\frac{K}{N}\). The mean and variance of the
feature points \( f_c \)'s corresponding to the two WiFi signals are, respectively, 2416.94\,MHz and 0.0188\,MHz\(^2\), for channel 2, and 2471.94\,MHz and 0.0185\,MHz\(^2\), for channel 13. Note that, the means of the extracted features deviate slightly from the transmit carrier frequencies (i.e. 2417\,MHz and 2472\,MHz) due to the limited spectral resolution in discrete spectral estimation. We also generate i.i.d. data observations from a GMM with 2 components and whose means and variances are identical to the extracted feature points. We compute the MSE of cluster means for both simulated actual data and simulated Gaussian data, with respect to the number of feature points \( N \). We compare the corresponding MSE's to the above analytical upper bound, as shown in Fig. 5. The result shows that the MSE's in both simulated actual data and simulated Gaussian data are very close to the analytical upper bound, thus justifying the use of this upper bound with different data models.

VIII. CONCLUSION

In this paper, we proposed a non-parametric signal classification method to identify/classify active wireless systems in an unknown RF environment. This proposed technique is suitable for autonomous CR’s, such as Radiobots of [3] and [4], in performing spectrum sensing and signal classification in alien RF bands. Since our non-parametric technique does not require any prior knowledge of the existing signals in the sensed spectrum, it can ensure autonomous operation of CR’s such as Radiobots. The proposed DPMM framework extends to both Gaussian and non-Gaussian observation models and it uses the Gibbs sampling to estimate the appropriate distribution for each cluster. We derived an upper bound for the MSE of the estimate of the cluster means as a function of the number of feature points \( N \). A Bayesian predictive distribution was also derived to construct an RF mapping for the on-going RF activity. Simulation results were presented to compare the performance of the proposed DPMM-based algorithm to those of existing classifiers such as K-means and X-means.
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