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Abstract—We formulate a non-intrusive model order reduc-
tion (MOR) framework, called PUF-ROMS, to accelerate and
optimize the design and analysis of physical unclonable functions
(PUFs). The primary goals of PUF-ROMS are to estimate entropy
and temperature-voltage noise (TV-noise) of circuit structures
used in the PUF’s design in an accelerated evaluation envi-
ronment to enable designers to explore different architectures
with the goal of maximizing entropy and minimizing the adverse
impact of TV-noise on accessing this entropy. PUF-ROMS starts
with the development of reduced order models (ROMs) for the
logic cell primitives used in the PUF circuit structure. These
models are based on the canonical Hammerstein model archi-
tecture and are trained using SPICE transistor-level simulation
data of the cell primitives collected offline. The cell primitive
ROMs are then used in SPICE system-level Monte Carlo (MC)
simulations to enable efficient exploration of the PUF design
space. PUF-ROMS is developed and demonstrated using an IBM
90nm PDK, a standard cell library and hardware data collected
from a variant of the Arbiter PUF. Our evaluation shows that
delay PUF designs can nearly double the level of entropy by
using a specific subset of the standard cells, and by instantiating
them with transistor options normally used in low-power design.
The performance, memory requirements and effectiveness of
the PUF-ROMS evaluation methodology is compared with an
alternative SPICE-level strategy. The assessment accounts for
the time taken to calibrate the standard cell ROM models to
SPICE-level simulation results, where calibration utilizes Monte
Carlo simulations of local device mismatch and simulations using
process-voltage-temperature (PVT) corner models.

Index Terms—Physical Unclonable Functions, Hardware Secu-
rity, Reduced Order Modeling, Within-die variations

I. INTRODUCTION

PHYSICAL Unclonable Functions (PUFs) are hardware
security functions capable of generating encryption keys

and random bitstrings for authentication protocols. In micro-
electronic implementations of PUFs, the sources of random-
ness (entropy) leveraged by PUFs are variations introduced by
limitations in the manufacturing process, which result in small
random differences among identical devices, e.g., in the delay
of signal paths, transistor leakage current, and the capacitance
and resistance of conductors. PUFs are designed to measure
and digitize these small differences to produce a sequence of
binary 0’s and 1’s. The ability of the PUF to generate and
reproduce bitstrings of high statistical quality is related to
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the randomness and magnitude of the electrical signals being
measured by the PUF, as well as their stability over adverse
environmental conditions.

The PUF architecture defines a circuit structure that is used
as the source of randomness. In nearly all cases, the circuit
structure is composed of a set of identically designed primi-
tives. One of the most popular primitives is the Ring Oscillator
(RO) [1], which consists of an odd sequence of inverters
connected in a cyclic circuit structure. The first inverter is
usually replaced with a NAND gate to enable external control
over when the RO is enabled, and the oscillation frequency is
typically measured using an on-chip counter. Manufacturing
imperfections cause the frequency of identical instances of the
RO to vary randomly.

Although the RO is relatively simple and straightforward
to describe, there are many possible ways to construct it in a
layout. Given that the security properties of the RO’s bitstrings
are significantly impacted by choices made regarding the types
and sizes of the transistors used for the logic gates that
define the ring, exploration and evaluation of different layout
configurations is essential for the design of strong PUFs.

However, due to the small impact of within-die variations,
and the difficulty of capturing them in a model, exploration of
the PUF design space is typically performed by carrying out
large numbers of Monte Carlo SPICE-level simulations across
process, voltage and temperature (PVT) conditions. Given
the simplicity of the RO, this type of evaluation is possible,
albeit time-consuming, and is, in fact, carried out by engineers
for purposes of yield learning and process characterization.
Unfortunately, for more complicated PUF architectures, e.g.,
the glitch PUF [2] and SiRF PUF [3], which use large area
test structures as the source of entropy, this type of full circuit
SPICE-level Monte Carlo exploration for maximizing entropy
and minimizing TV-noise effects is not practical.

Model order reduction (MOR) techniques provide an op-
portunity to reduce the computational burden of full order
model (FOM) SPICE-level Monte Carlo simulations, by re-
placing transistor-level circuit descriptions by computationally
efficient Reduced Order Models (ROMs).

In this paper we develop and demonstrate a non-intrusive
behavioral MOR methodology for rapid assessment of PUF
architectures, which is able to capture signal characteristics
at the layout level of abstraction in a FOM. Our approach,
termed PUF-ROMS, starts with the development of accurate
ROMs for standard cells primitives, based on the canonical
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Hammerstein model architecture. These ROM primitives are
identified using training data gathered offline by transistor-
level SPICE-level simulations. The ROMs are then used online
to accelerate full circuit evaluations of entropy and TV-noise
levels under different configurations. Our cell primitive ROMs
are implemented in Verilog-A [4] and enable speed ups to
a maximum factor of 20x, relative to transistor-level SPICE
simulations. At the same time, these ROMs are accurate
enough to provide assessments of entropy and TV-noise of the
PUF circuit layout that are consistent with SPICE transistor-
level simulations. Our key contributions are as follows:

• Development of the PUF-ROMS approach, using an
IBM 90nm PDK and a design fabricated by MOSIS,
and demonstration of its ability to accurately represent
entropy and TV-noise effects.

• A performance analysis of the PUF-ROMS approach,
relative to a SPICE transistor-level exploration of a PUF
design space.

• A cell variability analysis is proposed which can be
used to determine which foundry-specific transistor op-
tions yield the best trade-off of entropy and TV-noise
resilience.

The remainder of this paper is organized as follows. Section
II reviews the relevant MOR work, motivates PUF-ROMS and
outlines the basic idea of the approach. In Section III we
present background on the research related to PUF structures.
Sections IV and V investigate standard cell applications of
the ROM models, which includes analysis related to device
mismatch and environmental conditions. Section VI explores
standard cell variants and the impact of environmental noise.
Section VII draws a comparison between the ROM developed
in this work and the Level 1 MOSFET model calibrated to
the IBM 90nm technology node. Section VIII demonstrates
using ROM to explore Arbiter PUF options and provides
select results for PUF acceleration. Section IX highlights the
performance results for the Arbiter PUF circuit assembled
using the BSIM4v4.3, Level 1 and ROM options for circuit
simulation. Section X demonstrates the ROM developed in this
work to a PUF circuit described in literature.

II. MOTIVATION AND BACKGROUND

PUF designs can be improved by modeling the variable
response of digital circuits due to device variations. Device
variability modeling can also be instrumental in understanding
bias sources in SRAM PUFs [5], which are detrimental to
their performance. For example, [6] uses SPICE templates to
enable a series of simulations to gather and evaluate results
for variations of a TCO PUF [7] arranged in different M × N
arrays. This work demonstrates optimization of PUF metrics
by selecting the optimal structure for the design using a series
of transistor-level SPICE simulations with Monte Carlo driven
randomness for MOSFET parameters.

However, multi-query SPICE simulations for Monte Carlo
analysis based on transistor-level full order circuit models
(FOMs) can quickly become untenable, both in terms of
setup and computation, as the circuit size increases. Indeed,
such FOMs are built from compact device models using the

modified nodal analysis (MNA) technique [?]. MNA applies
Kirchhoff’s current law (KCL) at each circuit node to combine
compact device models into circuit FOMs given by systems
of differential algebraic equations (DAEs) with dimensions
proportional to the number of devices in the circuit. Numer-
ical solution of these systems can be challenging and time
consuming for larger circuits.

One option to improve circuit solver performance is to
use domain decomposition [?], [?], or FastSpice techniques
[8], both of which are based on partitioning of the circuit
into blocks to increase concurrency. However, the former
are primarily designed for large-scale linear circuits such as
power grids, whereas the latter sacrifice accuracy for speed
when compared with SPICE FOM simulations and are better
suited for analyzing worst case statistics of large circuits. This
makes such techniques less applicable to PUF modeling which
involves nonlinear circuits and requires FOM-like accuracy to
capture subtle within-die variations.

A second option is to consider a model order reduction
(MOR) approach, which replaces the transistor-level circuit
FOM by a computationally efficient reduced order model
(ROM) that is also sufficiently accurate for the desired analysis
tasks. MOR is a broad concept that includes techniques
ranging from intrusive projection-based ROMs [?], to non-
intrusive operator learning methods such as Dynamic Mode
Decomposition (DMD) [9], and operator inference [?]. The
breadth of this topic makes a comprehensive review of MOR
impossible within the limited space of this paper. Instead we
focus on MOR techniques relevant to circuit simulations and
use these examples to motivate our approach.

One of the earliest such techniques is macro-modeling
(MM), [?] which aims to obtain a simplified circuit model
that approximates the functionality of the full circuit. Macro-
modeling is largely a heuristic process that relies on designer’s
intuition and requires intimate understanding of the circuit
operation. Development of efficient circuit ROMs can be
significantly simplified if the circuit’s FOM is a linear time
invariant system (LTI). MOR for such circuits exploits the
fact that an LTI system is completely characterized by its
transfer function (TF) and so, a ROM can be constructed
by approximating this function. The latter is usually obtained
by matching the moments of the TF at the DC operating
point, either explicitly [?], or implicitly as in the PRIMA
(passive reduced-order macro-models for linear RLC systems)
algorithm [?]. Moment matching can be extended to circuits
whose FOMs have polynomial nonlinearities by using Volterra
theory, with the nonlinear model order reduction method
(NORM) [?], [?] being one of the typical examples. A further
extension to the larger class of quadratic-linearizable nonlinear
systems is provided by QLMOR (model order reduction via
quadratic-linear systems) approach [?].

The approaches described above are examples of structure-
exploiting MOR because they leverage information about
the mathematical structure of the FOM to construct the
ROMs. In contrast, projection-based MOR obtains the ROM
by projecting the FOM onto a reduced order basis, derived
from a collection of snapshots by using Proper Orthogonal
Decomposition (POD) [?]. POD-based ROM has been applied
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to circuits of interest to us, such as ring oscillators (RO),
in [10]. Projection-based MOR can also be combined with
structure exploiting approaches by first projecting the FOM
onto a reduced basis and then performing moment matching
using the resulting ROM; see, e.g., [?]. This approach has been
used to develop a ROM for RO circuits in [11].

In this work we are interested in a MOR approach that can
reliably capture process variations essential for characteriza-
tion of the PUF design space. Because the circuit structures
of interest to us are nonlinear, the approach should also be
applicable to general nonlinear systems. These requirements
rule out from the onset structure-exploiting ROMs designed
for LTI or weakly nonlinear systems. While QLMOR can
handle more general systems, it does so by embedding them
into larger DAEs with possible increase in the DAE index,
which can lead to numerical complications. On the other
hand, POD-based MOR are well-suited for PUF structures,
particularly delay-based PUFs, which use a set of identically
designed circuit structures. These techniques scale well with
RO circuits and have been demonstrated for RO circuits with
10000 stages, far longer than typical PUF designs; see [10].
However, individually tuned values for the resistance and
capacitance chosen in that work may not be well-suited for
modeling inherent PVT variations essential in PUF assessment
nor would they be easily adaptable to other technology nodes.

In this paper we propose an alternative behavioral MOR
approach that starts with a selection of a suitable model
architecture for the ROM. This architecture should be ex-
pressive enough to capture behavior details relevant to the
exploration of the PUF design space, yet be simple enough to
yield computationally efficient models. In this work we choose
to work with the canonical Hammerstein model architecture
comprising a static nonlinear block in series with a dynamic
LTI block. This choice is motivated by the fact that the
nonlinear behavior of the cell primitives can be accurately
represented by a nonlinear DC model with the LTI block
providing the necessary “corrections” that capture transient
phenomena. An early example of utilization of Hammerstein
architectures for circuit modeling is [12]. More recent work
[?] uses a similar approach to develop ROMs for differential
amplifier and operational amplifier circuits [?].

The proposed approach, that we call PUF-ROMS, is an
example of a non-intrusive MOR that can be inferred solely
from input-output data. This is advantageous when the circuit
FOM, necessary for projection-based and structure-exploiting
MOR is not available due to, e.g., proprietary technologies.
Also, in contrast to traditional macro-modeling our approach
does not rely on SME analysis of the circuit’s design, and only
requires understanding of its characteristic behaviors.

To conclude this section let us mention that recent ap-
proaches based on neural network (NN) regression have at-
tracted attention for circuit modeling. For example, neural
networks trained on the behavior of BSIM-CMG simulations
are explored in [13] to achieve faster turn around time,
improved numerical stability, and increased capability for
incorporating process variation effects, when compared to the
look-up table (LUT) based models from [14]. [15] expand
on the work of [13] to include local process variations in

the NN models to achieve > 10x reduction in simulation
time for relevant circuits including 17-stage Ring Oscillator
and SRAM cell with 1-2% error. Similar to the ROM in our
work, the NN models from [15] are applied using Verilog-
A. However, evaluation of NN models requires extensive use
of matrix multiplications, which complicates their implemen-
tation in Verilog-A. In contrast, our approach can be easily
implemented through the standard functionality in Verilog-A.

The impact of Vth variations on critical path delays is
studied by [16] with an emphasis on the impact to yield.
Statistical Static Timing Analysis [17] offers an approach for
generating a distribution of the timing results for a series
of paths given device and interconnect variations, and, with
modifications, may be applicable to analysis of delay PUFs.

Methods for modeling variability in digital circuits and
standard cells is typically applied to reduce the impact of
variation on circuit designs while increasing the tolerance
to local variations [18]. In contrast, our work focuses on
the development of a ROM and an analysis of variability
in standard cells as a means of maximizing the path delay
variations (entropy) of a given circuit structure.

III. PUF STRUCTURES

PUF circuit architectures are designed to leverage the nat-
ural, random variations that occur in integrated circuit (IC)
structures. Examples include PUFs that leverage variations in
path delays [19]–[21], MOSFET threshold voltage variations
[22], and digital memory power-up behavior [23]–[26]. These
circuits are designed to reliably produce a unique sequence of
random bits, denoted as the bitstring, for cryptographic appli-
cations. Additional support circuitry is included in some cases
to enable on-chip measurements and digitized representations
of, e.g., delay, which is then used in data post-processing
operations. Error Correction Code circuitry [27] enables robust
key generation across a range of environmental variations
including temperature, aging and supply voltage. Alternatively,
error-avoidance-based helper data can be generated to improve
reliability [21].

In this work, we focus on modeling to support design op-
timization and acceleration of path delay PUFs. In particular,
the modeling will be applied to two versions of path delay
PUFs: Ring Oscillator and Arbiter.

A. Ring Oscillator PUF

The RO PUF is a path delay PUF architecture with a long
history of research in the PUF community [1], [28]. The
repeated instances of inverters is well-suited for an analysis
which compares different modeling techniques including both
FOM and ROM. In this work, we utilize 7, 31 and 127-stage
RO implementations for the development and analysis of our
ROM rather than demonstrating the scale of ROM efficiency as
in [10]. Moreover, nearly all RO implementations [28] utilize
a NAND gate in the sequence of inverters to control the run
state of the ROs, as we do in our implementations.
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B. Arbiter PUF

The Arbiter (ARB) PUF, introduced in [19], is designed to
leverage delay variations that occur in identically configured
delay chains. A schematic of the first 8-stages of the ARB
PUF is presented in Fig. 1. A vector of digital challenges is
used as the select bits to 2-to-1 multiplexers (MUXs) in the
delay chains. A response bit is generated by an on-chip arbiter
(not shown) which measures the difference in the propagation
delays of the two delay chains. A series of challenges are
applied to obtain a set of challenge-response pairs, which
define a unique bitstring for each device.

Fig. 1. Schematic for 8-segment Arbiter PUF

IV. REDUCED ORDER MODELING

In this section, we describe the process used to develop
the ROM for standard cells, which begins with an automated
calibration process and then proceeds with development and
analyses of a model for the static, nonlinear DC behavior
cascaded with model for the dynamic transient behavior of
the cell via linear RC network model and using PDK-informed
parameters. The electrical behavior of the CMOS standard cell
is captured in a cell level ROM model which is defined using
these DC and transient behaviors. We then evaluate the perfor-
mance characteristics of the ROM on standard cells and PUF
circuits and compare it to a SPICE-level model defined within
the PDK. Lastly, we incorporate environmental conditions in
the ROM model and perform a similar assessment.

A. Model Development Process

The development of the ROM is analogous to the tool flow
for a standard cell ASIC design, and is demonstrated here
using a set of standard cells that are required to construct an
ARB PUF. In prior work, we built an ARB PUF in an IBM
90nm technology which is composed entirely of NAND and
Inverter (INV) standard cells [29]. Therefore, the ROMs for
these standard cells are developed, and later used to emulate
and simulate the ARB PUF circuit, e.g., the 2-to-1 MUXs
used as the ARB switch boxes are constructed using NAND
and INV standard cells.

The ROM uses the Hammerstein model structure consisting
of a static nonlinear block followed by a dynamic LTI block to
model the behavior of a standard cell. The input nonlinearity
captures the DC behavior of the cell while the linear block
models the transient response of the circuit. The block diagram
for the Hammerstein model architecture is shown in Fig. 2.

B. Static Nonlinear Block Development Process

The process used for the development of the static nonlinear
block for each standard cell utilizes Eq. 1, first proposed by

Fig. 2. Hammerstein model architecture used in ROM

[30]. For the Inverter, Eq. 1 is used directly in the nonlinear
block calibration process. Other gates use a modified version
of the equation as the corresponding transfer characteristics
include multiple inputs. The calibration process tunes the
parameters α and β in the equation to match the DC behavior
of the cell when simulated with Cadence Spectre [31] using
the Matlab Curve Fitting Toolbox [32].

−Vdd
2

(
tanh(αV(IN,Vss) + β)

)
+

Vdd
2

(1)

In Eq. 1, the tanh() function provides the DC transfer
characteristic for the cell. This equation is multiplicatively
scaled by Vdd

2 to account for the range of the output and
then additively scaled by Vdd

2 to set the output response to
the logic low and high levels of the technology. Within the
tanh() function, parameters α and β adjust the drive strength
cell, calibrated to PDK results.

C. Dynamic LTI Block Development Process

The development process of the LTI block utilizes an RC
network connected to the nonlinear block model. This RC
network, with computed values for Rout and Cout, connect the
output of the ROM, ROMout, to the output of the nonlinear
block at node DCout. The schematic for both the Inverter
ROM and the NAND ROM are included in Fig. 3.

(a) (b)
Fig. 3. ROM Schematic for (a) Inverter and (b) NAND gate. Both the inverter
and NAND symbols contain a tanh() function to illustrate these cells are
modeled with a the nonlinear block presented in this work. The dashed line
represents the boundary of the ROM. Devices outside this boundary are load
circuitry external to the ROM.

The computed values for Rout and Cout determine the
dynamic change in current through the LTI block, IROM , from
node DCout to the load CL. This output current is modeled
with Eq. 2 under the assumption that logic cells contain an
even number of MOSFETs and half of the devices, Ndevices,
are in strong inversion and are conducting current.

IROM =
Ndevices

2
(IDS) (2)

Strong inversion is defined using the saturation current
equation (IDS) for a MOSFET, Eq. 3, which includes Gate-
to-Source bias (VGS), Drain-to-Source bias (VDS), threshold



JOURNAL OF LATEX 5

voltage (Vth), transconductance (K) and channel length mod-
ulation (λ). Under this assumption, high-frequency switching
effects and bias conditions at the individual transistor level are
not captured in the ROM.

IDS = K(VGS − Vth)
2(1 + λVDS) (3)

Equation 4, models the MOSFET transconductance (K) and
maps the ROM to the physical PDK parameters such as oxide
thickness (tox), carrier mobility (µ) and geometry (W, L).

K =
1

2
µC

′

ox

W

L
(4)

For each ROM, we fix VGS = VDS = 0.6V, in Eq. 3, under
the assumption half the devices are conducting and the other
half are off. The threshold voltage component of the model,
Vth=0.475V, is computed with the linear extrapolation method
[33] and fixed throughout the simulation. It is increased to
0.5V for the high Vth version of the ROM. This simplification
is necessary to map the behavior of a cell to an equation for
an individual transistor as there are multiple gate and drain
voltages throughout the devices in a logic cell.

The load capacitance, CL, is fixed to 1 fF for all ROM
and does not include the additional capacitance and fan-out
configuration of downstream gates. This value was chosen as
an approximation Cox of a device under 0 V bias, connected
as a load to the cell. The resistance of the RC network, Rout,
applies the current equation, for IROM , using Eq. 5.

Rout =
V (DCout)− V (ROMout)

IROM
=

VROM
IROM

(5)

The PDK parameters based on geometry and mobility de-
termine the magnitude of IROM using the resistance definition
in Eq. 5 for the RC circuit. The values of width (W), length
(L), oxide thickness (tox), junction capacitance (Cj), sidewall
capacitance (Csw) and overlap capacitance (Cov) are derived
from values in the PDK.

The ROM output capacitance, Cout, is computed using Eq.
6, which includes the overlap, sidewall and junction capac-
itance from the PDK and the calculated oxide capacitance
when the device is biased in the linear mode of operation.
The number of MOSFET devices in the logic cell, Ndevices,
scales the total capacitance for each ROM.

Cout = Ndevices

[
1

2
(Cox

W

L
) + Cov + Csw + Cj

]
(6)

Within-die process variations are central to the randomness
(entropy) leveraged by PUFs. Our ROM incorporates varia-
tions in process parameters using the parameter K given in
Eq. 4. To model local mismatch in the ROM, K̂ is defined as
a random variable, as shown in Eq. 7:

K̂ = K
(
1 +Kmc ·MCcal

)
(7)

In our ROM, Kmc is a random variable selected during
each MC run from a normal distribution N (µ = 0, σ = 1),
and MCcal is a constant scalar term, calibrated to the observed
variation from Spectre MC simulations of each standard cell.

For the ROM, the best results are obtained when calibrating
the NAND, Inverter, NOR and AND gates with MCcal = 6%,
5%, 10% and 20%, respectively.

D. Cell Level Model

The nonlinear and LTI components of the ROM define
the behavior of the standard cells based on PDK parameters.
Application of the ROM to model the Inverter, NAND gate
and 2-to-1 MUX are described later in this section, as well
as an evaluation of the ROM under different environmental
conditions. Additional gates within the PDK are modeled using
the same process, but with different parameter values.

1) Inverter Model: The ROM implementation of the In-
verter logic cell follows the nonlinear block development
process to optimize values of α and β for Eq. 1 using PDK
simulation results for the INVX1 cell. The calibrated DC
model, from Eq. 1, shown in Fig. 4, is connected to an RC
network as depicted in Fig. 3a and calibrated with the PDK
parameters using the LTI block process.

Fig. 4. Inverter 1x cell (INVX1) DC Simulation with comparison between
PDK and ROM using parameters calibrated from Curve Fitting Toolbox with
resulting coefficient of determination of R2 = 0.9999.

The simulations of the gates modeled using parameters from
the PDK exhibit a negative transient in the output voltage
V. This negative voltage is caused by gate-drain capacitive
coupling as the inputs of the NFET and PFET devices are
switched. Our ROM does not include modeling components
that represent these parasitic components, and as a result,
the output voltage behavior of the ROM does not portray
the additional delay introduced by the BSIM4 models from
the PDK. We found that using two INVX1 ROMs in series
accounts for the time difference, as shown in Fig. 5(b), which
can be used as a time compensation technique in cases where
actual propagation delays are important.

2) NAND Model: The nonlinear block implementation for a
NAND2X1 logic cell is similar to the INVX1 cell but has two
inputs, and therefore, requires a separate model for each input,
which are given by Equations 8 and 9. The output behavior
of the NAND gate is represented by Eq. 10.

f(A) =
Vdd
2

tanh
(
α(V (A)− Vdd

2
) + β

)
+

Vdd
2

(8)

f(B) =
Vdd
2

tanh
(
α(V (B)− Vdd

2
) + β

)
+

Vdd
2

(9)

NANDDC = max
(
f(A), f(B)

)
(10)
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(a) (b)
Fig. 5. INVX1 cell ROM and PDK model simulation results for (a) Standard
ROM and (b) Standard ROM with a single delay buffer

Equation 10, plotted as a function of inputs A and B,
produces a surface which corresponds to the analog, DC
behavior of the NAND2X1 gate, similar to a continuous
version of the corresponding discrete boolean logic truth table.
The accuracy of the nonlinear block is demonstrated in a
comparison with the SPICE PDK results in Fig. 6. This model
is fit using the Matlab Curve Fitting toolbox with a Coefficient
of Determination value, R2, of 0.98763.

(a) (b)
Fig. 6. (a) DC simulation results for 2-input NAND gate ROM comparison
with PDK model and (b) corresponding error from ROM-PDK

The LTI block for the NAND gate uses the same structure
as the inverter with the notable exception of Ndevices = 4,
used in Equations 2 and 6, as a means of accounting for the
4 MOSFET devices in the NAND. The results for the NAND
ROM compared to PDK simulations are provided in Fig. 7.

(a) (b)
Fig. 7. Transient Monte Carlo simulations (25◦C, 1.2V) for NAND2X1 cell
tpLH when inputs A and B (black) are set to 0V including ROM (blue) and
PDK (red) for (a) Standard and (b) Standard with buffered output. Statistics
displayed with µ solid and ±σ shaded. Comparison of the mean delay of the
curves has an R2 value of 0.9565.

3) Vth Variant Modeling: Without knowledge of the spe-
cific processing techniques used to develop the low Vth (LVT)
and high Vth (HVT) variants to the FETs, appropriate mod-
ifications to the ROM are challenging. For the HVT version
of the NFET, PDK simulations demonstrate Vth increases by
0.025V in comparison to the nominal value.

Methods for increasing Vth include channel doping con-
centration increases and material changes in the gate stack
to manipulate the metal work function. From the work on
FinFETs by the authors of [34], the relationship between Vth
and doping can be modeled as presented in Eq. 11.

Vth = VFB + 2ψF +

√
2qϵsNA

Cox

√
2ψF (11)

The depletion width and corresponding junction capaci-
tance, Cj , are proportional to channel doping, NA ∝

√
Cj

[35], through the decrease in the depletion width, Wdep.
The impact of doping (NA, ND) on depletion width and
corresponding junction capacitance is modeled in Eq. 12.

Cj =
ϵA

Wdep
=

ϵA√
2ϵ
q (

NA+ND

NAND
)Vj

(12)

Given the limited information on device fabrication, we
choose to scale the total capacitance from the base ROM by a
factor of

√
2 to account for the additional capacitance in the

HVT variants of each cell. The inverse scale is applied to the
capacitance for each LVT variant.

Results for modeling the LVT variant, shown in Fig. 8(b),
include delay variations of 0.68 ps and 1.194 ps for the
BSIM, measured at 0.6V and 1.08V For the ROM, the same
output voltages produce delay variations of 0.36 ps and 1.187
ps. When the NAND gate contains HVT versions of the
MOSFETs, the simulated delay variations are 1.20 ps and
2.04 ps for the BSIM and 0.73 ps and 2.42 ps for the ROM,
measured at outputs of 0.6V and 1.08V as plotted in Fig. 8(a).

(a) (b)
Fig. 8. Statistics for 100 MC simulations for (a) HVT and (b) LVT version
of NAND2X1 cell using ROM (blue) and PDK (red).

Table I details the number of parameters in the equations
associated with the BSIM4v4.3, Level 1 MOSFET Model and
ROM developed in this work. One can infer that the ROM will
scale efficiently for large circuits comprised of the standard
cells modeled by the ROM due to the absence of repeated
model instances compared to the transistor based models
(BSIM4v4.3 and Level 1). For this specific comparison, it
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TABLE I
PARAMETER COUNT FOR BSIM4V4.3, LEVEL 1 AND ROM

Circuit BSIM 4v4.3 Level 1 ROM
INV-1X 224 (x2) 33 (x2) 12

NAND2-1X 224 (x4) 33 (x4) 12
NOR2-1X 224 (x4) 33 (x4) 12
AND2-1X 224 (x6) 33 (x6) 12 (x2)
OR2-1X 224 (x6) 33 (x6) 12 (x2)

is important to note the standard cell design for the NAND
gate (NAND2X1) contains four transistor instances and the
inverter cell (INVX1) contains two. Each ROM uses a different
nonlinear DC model for the I/O behavior, but the same
parameter set for the transient behavior, captured in the LTI
block, thus requiring 10 total parameters for each logic cell. In
addition, the ROMs for the AND2X1 as well as the OR2X1
are easily created using a ROM with complementary logic
connected to the INVX1 ROM.

4) Multiplexer Model: The conventional implementation of
a 2-to-1 multiplexer gate utilizes three instances of 2-input
NAND gates and a single inverter, Fig. 9(a). Typically, the 2-
input NAND gate is designed using 4 MOSFETs, yielding an
efficient realization of a 2-to-1 multiplexer. The smaller size
of the layout is noticeable by comparing Fig. 9(b) with an
alternative approach shown in Fig. 10(b). However, the NAND
version may not be optimal for entropy generation.

(a) (b)
Fig. 9. 2-to-1 multiplexer implementation using 2-input NAND gates (a)
schematic (b) custom layout

The alternative implementation of the 2-to-1 multiplexer
shown in Fig. 10 uses two instances of 2-input AND gates, an
Inverter and a single OR gate. Both implementations of the 2-
input AND gate and the 2-input OR gate are typically designed
using 6 MOSFETs, therefore yielding a version of a 2-to-1
MUX with higher area utilization. However, this version has
the potential to produce additional delay variation compared
with the NAND gate version, as the AND gate version of
the 2-to-1 MUX has 8.28 ps of delay variation in the output
rising pulse compared to 4.18 ps for the NAND gate version.
Simulation results for the ROM and PDK implementations of
each version are presented in Fig. 11.

E. Ring Oscillator Modeling

In this section, we carry out experiments that apply the
ROM to several different RO structures. The RO is unique in
that it can be implemented solely with Inverters, and can be
scaled arbitrarily, which provides an ideal validation platform
for the Inverter ROM. Additionally, we can test both the

(a) (b)
Fig. 10. 2-to-1 multiplexer implementation using 2-input AND gates with
2-input OR gate at output (a) schematic (b) layout using standard cells

(a) (b)
Fig. 11. Simulation results for 2-to-1 multiplexer implementation using (a)
2-input NAND gates (b) 2-input AND gates with 2-input OR gate at output.

NAND2X1 and INVX1 cells with the version of the RO
which contains an enable signal as shown in Fig. 12. Here,
we compare the results of applying the ROM to a 7-stage and
a 31-stage RO.

The voltage behavior of the first stage input of a 7-stage RO
are shown in Fig. 12(a), which are derived from Monte Carlo
PDK-based simulations with local device mismatch enabled
compared to the ROM. There is a small discrepancy between
the ROM and PDK, which is more noticeable after a couple
oscillations. Interestingly, the error is not dominated by RO
circuit length, as illustrated in the simulation results for the
31-stage RO, as shown in Fig. 12(b).

(a) (b)
Fig. 12. PDK and ROM comparison for (a) 7-stage RO and a (b) 31-stage
RO. The PDK results are plotted in red and the ROM in blue.

F. Arbiter Modeling

The Arbiter PUF is implemented using NAND2X1 and
INVX1 gates, and versions of length 8, 16, 32, 64 and 128
segments are constructed and extracted into RCC (resistance
and coupling capacitance) netlists. The extracted netlists are
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simulated with Spectre using several different challenges, and
across several temperatures and supply voltages. A comparison
of the ROM and the SPICE PDK simulation results for the 8-
stage Arbiter at Tnom=25◦C are shown in Fig. 13(a), and box
plots portraying the distribution of path delay differences are
shown in 13(b). The ROM performs well in comparison to the
PDK results with errors on order of 5%.

(a) (b)
Fig. 13. PDK and ROM Comparison for 8-segment Arbiter using NAND2X1
gates simulated at 25◦C for Vector 0 including (a) Transient simulations
with statistics with an input pulse applied at time=0s and (b) Box plots with
statistics for path delay differences.

G. Environmental Variations

PUFs must exhibit reliable performance under adverse en-
vironmental conditions. Reliability testing is commonly per-
formed across supply voltage variations of ±10% of nominal
and across a temperature range of −40◦C to 100◦C, which
can be expanded for military applications to −55◦C to 125◦C.

1) Temperature Variations: Changes in temperature be-
tween enrollment and regeneration [27] can cause bit flip
errors during bitstring regeneration. Mitigation options include
error correction codes [27] and error avoidance schemes [36].
When modeling a PUF, it is important to consider temperature
effects to understand the robustness of a design.

Sze at al. [35] present a proportional relationship between
carrier mobility and temperature using Eq. 13, which is derived
from the Boltzmann transport equation where η is driven by
scattering mechanisms.

µSi(T ) ∝ T η (13)

To calculate mobility for a given temperature, µ(T2), one
can use this proportional relationship for mobility at a known
result for a specific temperature, T1, typically 300K, detailed
in Eq. 14. Empirical measurements of n-type and p-type doped
silicon at 300K at common device doping levels have an
average proportionality factor of η = −2.3.

µ(T2) = µ(T1)(
T2

T1
)η (14)

Modeling the effect of temperature on carrier mobility
in a semiconductor device within the range of temperatures
described in this work would conventionally utilize η = −2.3
in Eq. 14. We define this as Temperature Model 0, or TM0,
for our simulations. This model is designed for individual

transistors, and therefore, may not be the best model for
representing the change in the output of the cell across
temperature, as is the goal of our ROM.

Using the output voltage ranges across temperature for the
PDK results at 0.6V in Table II, we adjust the model to
calibrate the impact of temperature on path delay in the NAND
ROM. This process finds good agreement of < 5% error, in
mean (µ) delay, for η = −0.75, denoted as Temperature Model
1, TM1, for all of our ROM.

TABLE II
TEMPERATURE MODEL COMPARISON OF NAND GATE DELAYS

Model µ delay (ps)
T=125◦C

µ delay (ps)
T=−55◦C

Range (ps)

PDK 17.48 14.9 2.58
ROM (TM0) 11.28 3.16 8.12
ROM (TM1) 7.36 4.85 2.51

The results for the ROM of the 8-stage Arbiter PUF
compared with the PDK simulations at 25◦C are plotted in
Fig. 13(a). Using Eq. 14, with η = −0.75 for both the NAND
and INV gates, we compare the ROM for the Arbiter PUF
across a range of temperatures. Included are the plots for the
temperature corners −55◦C and 125◦C, in Fig. 14(a) and Fig.
14(b). The changes due to temperature are well-represented in
the ROM using TM1 after initial calibration at T=25◦C.

(a) (b)
Fig. 14. 8-segment Arbiter simulations at 1.20V for Vector 0 at (a) −55◦C
and (b) 125◦C. The rising edge input pulse (black) is shifted to time=0s.
The corresponding ensemble of outputs on Path A and Path B for the PDK
results are plotted in red and purple. For the ROM, the two paths are blue
and green. For both sets of plots, the solid line corresponds to the mean of
100 MC simulations with ±σ contained in the dark shaded region and ±3σ
in the light shaded region.

2) Supply Voltage Variations: Similar to temperature,
changes in the supply voltage on an IC between enrollment and
regeneration can lead to bit flip errors. Accurately modeling
the relationship between device behavior and supply voltage
is essential to assess the reliability of the PUF design. For our
ROM, simulation results from the PDK are used to calibrate
parameters in our ROM across supply voltage inputs.

We observe three changes in cell behavior due to increases
in the supply voltage and discuss the modeling strategy for
each in the following section.

• Increase in maximum output voltage
• Decrease in propagation delay
• Decrease in variability
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The output voltage relationship is modeled using the term
Vdd
2 as a coefficient in Eq. 1. Additionally, the terms α and

β from Eq. 1 have voltage dependence, which is calibrated
using PDK simulation results and the Curve Fitting Toolbox.
The propagation delay is modified using a multiplicative scale
factor on the output capacitance, Cout. Lastly, the variability
relationship with supply voltage is modeled using a multi-
plicative scale factor, related to the supply voltage, on the
mismatch term (MCcal), for K, from Eq. 7, to formulate a
voltage dependent transconductance parameter.

K = K
[
1 +MCcal(

Vddnominal
Vdd

)
]

(15)

Simulating the NAND2X1 gate with Vdd=1.08V, we ob-
serve delay variations of 0.841 ps for the PDK using the
BSIM and 0.728 ps for the ROM. When biased at 1.32V, the
simulated delay variations are 0.567 ps for the PDK and 0.325
ps for the ROM. The results for the ROM at Vdd=1.08V and
Vdd=1.32V are included in Fig. 15(a) and Fig. 15(b).

(a) (b)
Fig. 15. Comparison plots of 100 MC runs for NAND2X1 (PDK red, ROM
blue) with supply voltage variations at 25◦C for Vdd at (a) 1.08V (b) 1.32V.

V. STANDARD CELL AND ENTROPY MODELING

Digital IC design tool flows synthesize behavioral descrip-
tions into netlists composed of standard cells for physical
placement [37]. Efficiency with regards to size, weight, area
and power (SWAP) drives design decisions. For PUFs, max-
imizing available entropy is desirable, running counter to
conventional circuit design focused on SWAP and reliability.
This section explores design strategies that maximize path
delay variations (entropy) in common logic structures. We
study both circuit level schematic options and standard cell
options, and, in particular, investigate the impact of utilizing
MOSFETs configured with high and low Vth process options.

1) Cell Variations: The complementary configuration of
multiple devices used to construct standard cells, each with
inherent variations, adds complexity to the modeling of their
delay variations. We simulated the standard cells using Spectre
to develop the reference variation model, but did so with
only the device mismatch switch enabled in the PDK process
models, i.e., global process variations were disabled. Device
mismatch, also called Across Chip Local Variation (ACLV),
introduces random variations to components of the transistor
models including FET doping and geometry, and to proximity

and orientation of polysilicon lines. Statistical results are
calculated after 100 MC simulations in Spectre using IBM
90nm CMOS LP PDK with local device mismatch represent-
ing the source of entropy under a fixed process corner. We
extracted the standard cell layouts with parasitic resistance and
capacitance enabled to provide more accurate representation of
cell variability and circuit performance. The results for these
simulations are summarized in Tables III and IV for nominal
standard cell models and the high and low Vth variants.

TABLE III
NOMINAL CELL VARIABILITY COMPARISON

Cell µ delay (ps) σ (ps)
AND2X1 64.2816 3.0066
INVX1 17.7897 0.9649

NAND2X1 16.5143 0.6961
NOR2X1 36.1721 1.4596
OR2X1 37.6820 1.6480

From the results shown for the NAND2X1, AND2X1, and
OR2X1 gates in Tables III, IV, we observe the standard devi-
ation of the delay for the AND2X1 and NAND2X1 increases
by a factor of 2.09 and 1.781 for the high Vth variants,
respectively. Delay is computed in the standard manner as the
∆-Time (∆T) between the 50% point on rising input edge to
the 50% point on the output edge (tpHL). We use 0.6 V as the
50% point even when the supply voltage is set to ±10% of the
nominal 1.2 V, when modeling the impact of supply voltage.

TABLE IV
COMPARISON OF HVT AND LVT CELL VARIABILITY

Cell µ delay (ps) σ (ps)
AND2X1-HVT 98.9045 6.4091
AND2X1-LVT 56.0492 2.3927
INVX1-HVT 24.9737 2.0102
INVX1-LVT 16.1045 0.9002

NAND2X1-HVT 22.7983 1.2423
NAND2X1-LVT 14.9263 0.6073
NOR2X1-HVT 54.1233 2.7397
OR2X1-HVT 53.1382 3.1551
OR2X1-LVT 33.9994 1.4941

The input stimulus for each gate is chosen such that a rising
transition occurs on the output of the gate. Most of the gates
simulated exhibit a ∼2x increase in the standard deviation
(σ) of delay when the Vth is changed from nominal to high,
which is notable by comparing the corresponding gates values
in Tables III and IV. The mean and variability in delay also
changes when the Vth is changed from nominal to low, but to
a lesser extent.

2) Circuit Variations: The cell variations study can be
extended to elements within PUF structures such as 2-to-1
multiplexers. Table V presents the mean delay and standard
deviation for multiple variants of the 2-to-1 multiplexer.

To determine the impact in PUF circuit variability of path
delay, two variants of the 8-segment Arbiter are compared
in Table VI. The first variant uses the version of the Arbiter
designed with three NAND2X1 cells and an INVX1 cell. The
second variant uses the HVT FETs for both the NMOS and
PMOS devices in both sets of NAND2X1-HVT and INVX1-
HVT gates. The results indicate an increase in the standard
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TABLE V
2-TO-1 MULTIPLEXER PATH DELAY VARIABILITY

Circuit µ delay (ps) σ (ps)
MUX2X1-AND-X1 170.6893 8.2806

MUX2X1-AND-X1-LVT 149.1170 7.5629
MUX2X1-AND-X1-HVT 260.6888 15.2517

MUX2X1-NAND-X1 58.7117 4.1281
MUX2X1-NAND-X1-LVT 49.1362 2.8463
MUX2X1-NAND-X1-HVT 106.3358 10.6941

deviation of the output path delay differences by ∼2x across
all simulated input vectors.

TABLE VI
STATISTICS FOR 8-SEGMENT ARBITER PATH DELAY DIFFERENCES (∆T)

Vector Circuit µ ∆T (ps) σ (ps)
00000000 ARB8-NAND2X1 -0.7724 3.9918
11111111 ARB8-NAND2X1 -0.9959 4.2986
01010101 ARB8-NAND2X1 -0.9463 4.2991
00000000 ARB8-NAND2X1-HVT -0.9209 7.4466
11111111 ARB8-NAND2X1-HVT -2.2835 8.8921
01010101 ARB8-NAND2X1-HVT -1.9465 8.7785
00000000 ARB8-NAND2X1-LVT -0.6109 3.2454
11111111 ARB8-NAND2X1-LVT -0.8592 3.5208
01010101 ARB8-NAND2X1-LVT -0.8221 3.5663

We investigate two methods of increasing the level of
variability (entropy) within PUF circuit structures. The first
method involves utilizing high Vth MOSFET models, and the
second involves modifying the Arbiter PUF circuit structure to
utilize standard cells which exhibit higher levels of variability.

(a) (b)
Fig. 16. Simulation comparison between 8-segment ARB PUF circuit utilizing
2-to-1 MUX comprised of NAND gates vs. AND gates, without parasitics, at
25◦C, 1.2V and Vector 0 (a) Transient simulations with a rising edge applied
at t=0s and (b) Box plots for the statistics of path delay differences.

As an example, the second method utilizes the version of the
2-to-1 multiplexer given in Fig. 10(a) rather than the version
shown in Fig. 9(a). The simulated delay variations associated
with these two versions of the Arbiter PUF are shown in Fig.
16 where it is clear that the AND gate version exhibits a
substantial increase in path delay variability compared with the
NAND gate version. Additionally, we observe mean path delay
differences of N (µ = 1.15ps, σ = 9.79 ps) for the NAND2
implementation, compared to N (µ = 0.24 ps, σ = 13.79 ps)
for the AND version, which yields a 1.41x increase variability
over the NAND version.

VI. NOISE STUDY

There are many sources of this entropy for PUFs in an
IC, including line edge roughness (LER) [38], random dopant
fluctuation (RDF) [39], oxide thickness [40], polysilicon vari-
ations, gate grain granularity [40], random defects and traps,
and STI stress [41]. The impact of these sources of varia-
tion can affect variability in transistor performance through
changes in Vth which impacts drive current, capacitance and
correspondingly delay.

In this section, we focus on the adverse effects of
temperature-voltage (TV) noise as they act to reduce the
effectiveness of a PUF architecture to fully access the entropy
that exists within circuit structures. Our analysis investigates
TV-noise effects on propagation delay, tpLH, in standard logic
cells and PUF structures. Here, we characterize the full extent
of delay variations using the range −3σ to +3σ for a given cell
or circuit. Although we recognize that each cell can potentially
exhibit a different mean delay for tpLH and tpHL [42], for this
work, we focus on comparisons of tpLH for both SPICE and
ROM simulations.

A. Noise Analysis

This section will analyze the impact of noise on both the
nominal and HVT version of the NAND2X1 standard cell to
determine if the level of entropy is larger than magnitude of
TV-noise. Fig. 17 presents the distribution of path delays for
both the standard and HVT version of the NAND2X1 gate
across a range of TV values. We standardize the variant data
using Eq. 16 for the results for the specific gate at nominal
temperature and voltage (25◦C, 1.2V). This standardization
process, first proposed in [43], significantly reduces the ad-
verse effects of TV-noise, improving the ability of a PUF
architecture to access the entropy associated with variations
in path delays. We refer to the standardized delay value as the
standard score, z, from Eq. 16.

z =
x− µ

σ
(16)

Performing this analysis helps provide the noise compo-
nent introduced by temperature and voltage variations to the
delay through a gate. For the standard NAND2X1 gate, the
maximum standard score across all temperature and voltage
variations is 1.402, representing a ±40.2% noise addition from
temperature and voltage.

For the HVT version of the NAND2X1 gate, the maximum
standard score is 1.6735, which corresponds to a ±67.35%
addition to the variability due to noise. Therefore, the HVT
cells exhibit an additional ±27.15% of delay due to noise.
Including both results determines the total standard score for
both the nominal and HVT cells across all noise sources. The
maximum standard score for both the nominal and HVT cells
across all TV noise sources is 1.72, representing an increase
in path delay variations of ±72% when using the HVT cells.
Next, we subtract the noise additions generated by the HVT
cells, ±27.15%. The remaining ±44.85% indicates the net
path delay variations, or entropy source, for the NAND2X1-
HVT cells compared to the nominal NAND2X1 cells.
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(a) (b)
Fig. 17. Delay statistics across TV variations for (a) NAND2X1 and (b)
NAND2X1-HVT gates. Temperature values on the x-axis and fill opacity of
the boxes correspond to supply voltages: 1.08V, 1.20V and 1.32V.

VII. TRANSISTOR MODELS: BSIM4 VS. LEVEL 1
Semiconductor manufacturers provide models for the spe-

cific technology PDK, typically using the formulation of the
BSIM model provided by UC Berkeley [44]. Standard SPICE
simulators also have source code definitions for the Level
1 MOSFET model [45], which do not contain modeling
elements for many of the physical components of modern short
channel devices. However, for a study of model complexity
reduction, it is worthwhile to consider the Level 1 formulation
to understand the impact of our ROM both in model accuracy
and computational time. This section describes our work
on comparing simulation results using the SPICE Level 1
MOSFET model with the BSIM4 model provided in the PDK.

(a) (b)
Fig. 18. Comparison of MOSFET models between SPICE Level 1 and BSIM4
(from IBM PDK) for DC IV curves for (a) NFET and (b) PFET devices.

A. Level 1 Model Simulations Results and Comparisons

We calibrated the Level 1 model formulations for the NFET
and PFET devices using simulations from the BSIM4 PDK
models, focusing on the higher values of VGS due to the digital
nature of the circuit application. The calibration results are
presented in Fig. 18 and demonstrate an accurate represen-
tation of the PDK results at the highest bias values for both
VGS and VDS . Available capacitance parameters are leveraged
from the PDK values with minor adjustments after simulation.
Additionally, for Monte Carlo simulations for PUFs, we must
include randomness in the model parameters. The authors
of [6] varied tox and Vth parameters by 30% to simulate

process design variability. To achieve the goal of incorporating
random process variability in the Level 1 model, we took the
Gaussian process variables from the PDK models and applied
them to the Level 1 model parameters for oxide thickness
(TOX), threshold voltage (VTO) and transconductance (KP)
using 3.5% for the standard deviation. These parameters were
calibrated to the path delay difference response of Arbiter
when modeled with the PDK.

(a) (b)
Fig. 19. Simulation comparison results between Level 1 (blue) and PDK
(red) for 8-segment Arbiter at 25◦C, 1.2V and Vector 0 for (a) Transient
simulations with input pulse applied at time=0s and (b) Box plots for the
statistics of path delay differences.

The Level 1 model does not adequately represent the physics
of modern short-channel devices making it difficult to calibrate
across both DC and transient effects. We observe the impact
of the calibration misalignment for the Level 1 model in
the results presented in Fig. 19(a) as the Level 1 model
overestimates the Arbiter propagation delay. The mismatch
parameters for the Level 1 model perform well as the standard
deviation for the path delay differences is 3.95 ps for Vector 0
at (25◦C, 1.2V) compared to 3.99 ps for the PDK simulations
under identical environmental conditions as seen in Fig. 19(b).

VIII. PUF DESIGN ACCELERATION

The ROM is utilized to model several design options for
the Arbiter PUF using the range of variations of path delay
differences as the key performance metric. We present here the
comparisons for the Arbiter PUF with design options including
standard cell alternatives and Vth variants.

The ROM simulation results for select Arbiter PUF design
options are presented in Table VII, modeled using Vector 0
with TV conditions (25◦C, 1.2V). Circuits in which every
MOSFET is replaced with its HVT variant produced the largest
level of variation in path delay differences. Similar trends are
observed when 1 or 2 sets of multiplexers are replaced with
HVT variants, e.g. circuits which include HVT1 or HVT2 in
the name. Circuit designs leveraging alternative standard cells
produce additional entropy with the maximal entry belonging
to the Arbiter PUF design using AND/OR gates. However,
this design configuration also produces the most bias, which
could be detrimental to PUF design. Alternatively, designs
with the LVT variant of a specific circuit configuration could
be beneficial to PUF design as these variants yield reduced
bias compared to corresponding HVT option. The optimal PUF
design should consider both variations in path delay and bias.
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TABLE VII
PATH DELAY DIFFERENCE (∆T) STATISTICS FOR ARB-PUF DESIGNS

Circuit µ ∆T (ps) σ (ps)
ARB8-NAND2X1 0.5424 4.14

ARB8-NAND2X1-HVT1 -0.3395 4.81
ARB8-NAND2X1-HVT2 0.3591 5.54
ARB8-NAND2X1-HVT8 0.8326 6.58

ARB8-AND2X1 1.2062 9.48
ARB8-AND2X1-HVT8 4.3008 22.79
ARB8-AND2X1-LVT8 2.678 13.58

IX. ROM PERFORMANCE COMPARISON

The ROM provides significant efficiency improvements for
time and memory compared with instantiating a BSIM for
every transistor in the circuit not only because the base
standard cell ROM implementations require fewer parameters
and map to an entire cell, but also from the capability of
these ROM to model parasitic layout connections as well. This
enables the ROM to model the behavior of many resistors and
capacitors used to accurately represent the physical layout of
the circuit. By lumping elements, the ROM cannot capture
all of the effects found in the FOM, but it can model first
order effects related to delay while providing a solution which
will scale efficiently for large circuits. This section presents
comparisons of circuit inventory as well as computational
time and memory footprint for the ROM, Level 1 and BSIM
versions of the Ring Oscillator and Arbiter PUF.

A. Ring Oscillator Performance Comparison

The comparison of circuit inventory for the RO PUF is
presented in Table VIII. As expected, the number of devices
scale linearly with the increase in circuit size.

TABLE VIII
CIRCUIT INVENTORY FOR 7-SEGMENT AND 127-SEGMENT RING

OSCILLATOR CIRCUIT MODELS FOR PUF AND ROM IMPLEMENTATIONS

Circuit Nodes BSIM4 Capacitors Resistors
RO7-PDK 306 16 705 292
RO7-ROM 11 0 1 0

RO127-PDK 4249 256 10773 4374
RO127-ROM 131 0 1 0

Table IX includes the comparison of performance between
the Level 1 model, PDK and ROM for the RO PUF circuit.
Each implementation is simulated with 100 MC steps with
the wall time of the simulation reported in the time column.
The PDK speedup is a multiplicative factor used to illustrate
the fraction of time required by the Level 1 model and ROM
compared with the PDK simulation wall time.

B. Arbiter Performance Comparison

Provided in Table X are comparisons of the circuit inventory
and performance metrics for the NAND version of the Arbiter
PUF. Similar to the RO PUF, the number of devices scale
linearly with circuit size. Additionally, the time and memory
comparisons for 100 MC simulations of the 8 and 128 segment
versions of the NADN ARB PUF are presented in Table XI.

TABLE IX
TIME AND MEMORY COMPARISON FOR MODELS SIMULATING RO-PUF

Model Stages Time (s) PDK Speedup Memory (MB)
PDK 7 12.8 - 156
L1 7 6.1 2.1x 157

ROM 7 8.14 1.57x 152
PDK 127 759 - 431
L1 127 415 1.83 369

ROM 127 38.5 19.7x 314

TABLE X
CIRCUIT INVENTORY FOR 8-SEGMENT AND 128-SEGMENT ARBITER

CIRCUIT MODELS FOR PUF AND ROM IMPLEMENTATIONS

Circuit Nodes BSIM4 Capacitors Resistors
ARB8-PDK 2767 224 206 2756
ARB8-ROM 79 0 2 2

ARB128-PDK 44227 3584 3206 44096
ARB128-ROM 1159 0 2 2

In terms of time and memory, the ROM outperforms both
the Level 1 representation and the BSIM4 from the PDK.
Efficiency improvements are observed with increases in circuit
size. The trends scale linearly for additional MC simulations,
observed up to 10000 MC runs.

X. PUF COMPARISON

This section provides an application of our PUF-ROMS
technique applied to a 32-bit implementation of the TCO-
PUF introduced in [7]. We modified our ROM to the unit cell
structure of the TCO-PUF and compared simulation time of
the circuit using the ROM and the IBM 90nm PDK in Spectre.

Table XII presents the results for these simulations which
include a 23.94% reduction in simulation time of the circuit
modeled using the ROM compared with the BSIM4. The
reduction in both time and memory is lower than the reduction
of the RO and Arbiter PUF simulated with the ROM.

TABLE XII
TCO-PUF COMPARISON USING BSIM AND ROM

Model Size Time (s) PDK Speedup Memory (MB)
PDK 8x4 18.12 - 216
ROM 8x4 14.62 1.24 154

We suspect there are two primary drivers for these results.
The first, and likely most significant being the unit cell struc-
ture in the TCO-PUF contains no logic cells, but rather parallel
MOSFETs. Computationally, the ROM is advantageous when
representing multiple devices with a static non-linear function.
For the unit cell in the TCO-PUF, the ROM contains only the
LTI function, modeling each state of the transistor behavior
with no assumption for the complementary behavior of CMOS.
The second discrepancy lies in the circuit itself. Consistent
with the results of the papers for the TCO-PUF, the modeled
circuit does not contain any parasitic devices in the network,
thus reducing the speedup ratio of the ROM.

XI. CONCLUSION

Through the development of a ROM at the standard cell
level, we have demonstrated the scaling of these models to
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TABLE XI
TIME AND MEMORY COMPARISON FOR MODELS SIMULATING ARB-PUF

Model Segments Time (s) PDK Speedup Memory (MB)
PDK 8 64.1 - 363
L1 8 45.7 1.40x 322

ROM 8 7.09 9.04x 172
PDK 128 2200 - 2640
L1 128 638.4 3.45x 2300

ROM 128 147 14.97x 890

digital circuits applied to PUF structures in a similar manner
to how circuits are constructed using full order standard
cell models. This implies broad applicability to a range of
digital circuits. ROM development can provide performance
improvement with regards to time and memory compared with
both Level 1 model and BSIM4 calibrated to PDK. Both the
ROM and Level 1 model performed well after calibration and
are well-suited for modeling path delay differences, producing
similar results as the BSIM4. While the calibrated ROM
provides fast and accurate results, it is important to note the
ROM is not intended to supplant the BSIM4 or PDK, but
rather supplement it by facilitating design exploration prior to
final design verification. For example, the comparison of delay
variations can be made over a range of Arbiter segment lengths
or different circuit configurations, as in Table VII, without the
time required for layout, extraction and SPICE simulation for
each circuit. Additionally, the ROM structure could be applied
to other PUFs constructed from digital standard cells.

Design modifications including different logic cells or lever-
aging cell variants such as high Vth FETs can be used to
increase available entropy in a PUF design, with penalties in
both noise and bias. However, the added entropy potentially
outweighs the added noise making these cells a viable option
for PUF design, provided the additional bias can be mitigated
through post-processing techniques. While the techniques dis-
cussed in this paper provide options for increasing circuit
entropy, they do not explore mitigation for model building
attacks on delay PUFs or reliability, which could be explored
in future work in addition to model improvements focused on
scaling variability to larger circuits.
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