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Abstract—Scatter-gather dynamic-memory-access (SG-DMA)
is utilized in applications that require high bandwidth and low
latency data transfers between memory and peripherals, where
data blocks, described using buffer descriptors (BDs), are dis-
tributed throughout the memory system. The data transfer orga-
nization and requirements of a Trapped-Ion Quantum Computer
(TIQC) possess characteristics similar to those targeted by SG-
DMA. In particular, the ion qubits in a TIQC are manipulated
by applying control sequences consisting primarily of modulated
laser pulses. These optical pulses are defined by parameters that
are (re)configured by the electrical control system. Variations in
the operating environment and equipment make it necessary to
create and run a wide range of control sequence permutations,
which can be well represented as BD regions distributed across
the main memory. In this paper, we experimentally evaluate the
latency and throughput of SG-DMA on Xilinx radiofrequency
SoC (RFSoC) devices under a variety of BD and payload sizes
as a means of determining the benefits and limitations of an
RFSoC system architecture for TIQC applications.

Index Terms—trapped-ion, qubits, quantum computing, SoC-
based FPGA control system

I. INTRODUCTION

A trapped-ion quantum computer (TIQC) uses modulated
optical [1] or RF/microwave [2] pulses to precisely control
the quantum state of its trapped-ion qubits1. The sequence of
pulses applied to an ion is referred to as a gate sequence,
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1Though both optical and RF/microwave pulses have been used to perform
high fidelity gates, throughout this paper we will usually refer to them as laser
pulses, which are used in the QSCOUT sytem [1]. However the same control
system applies to both pulse types.

where gates represent the logic operations that together form
a quantum algorithm. The magnitude, phase, and frequency
of the laser pulses are commonly controlled using optical
modulators with radiofrequency (RF) signal inputs, which can
be generated using benchtop instruments like arbitrary wave-
form generators (AWGs) or direct-digital synthesizers (DDS),
or using high-speed digital-to-analog converters (DACs) em-
bedded within a device like a radiofrequency System-on-Chip
(RFSoC). The programmable logic (PL) component of the
RFSoC is capable of emulating AWG and DDS functionality,
while providing a highly diverse mechanism to configure gate
sequence pre-processing pipelines.

An important constraint to fully leveraging the flexibility
of the PL for TIQC applications is ensuring the sufficient
speed of data transfers between components of the memory
hierarchy within the RFSoC system architecture. This was
measured at a general level between the real-time processor
(RPU) and PL on the Xilinx ZCU111 board in [3], but here
we expand on previous work by analyzing communication
in the context of scatter-gather dynamic-memory-access (SG-
DMA). As described in this paper, SG-DMA provides a path to
making practical TIQC control systems that have the flexibility
to define pulses on-the-fly with latencies that do not cause
significant delays in quantum algorithms, most importantly
quantum error correction [4]. While errors must be decoded
in real time, corrections may be applied as virtual Pauli-frame
updates or as physical gates [5], the latter of which requires
low-latency feedback to limit runtime impact. In addition
to quantum error correction and related implementations of
conditional operations based on mid-circuit measurements [6],
repetitive recalibration and drift control [7] also motivate a
control system capable of low-latency pulse reconfiguration.

The RF signals used to define quantum gates in a TIQC are
derived directly from the gate sequence data. Therefore, SG-
DMA performance is the limiting factor in meeting the timing
requirements associated with synchronization and phase coher-
ence, and in implementing feedback-based calibration within
the TIQC system. An important overall goal of our system is to
arbitrarily reconfigure gate parameters based on measurements
made on feedback channels with a baseline latency that is
on the order of the shortest gate time, ≈1µs for a single-
qubit gate [8]. This way the reconfiguration time would not
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add substantially to the overall runtime. Although adjustments
to the pulse parameters occur at longer time scales within a
calibration loop [3], a high-speed data streaming interface is
required to meet data delivery requirements associated with
the inside loop.

The latency and throughput requirements for the memory-
mapped DRAM to PL streaming interface implemented by the
SG-DMA engine depends on several factors, including the size
of the gate sequence data packets, the duration and complexity
of the laser pulses and the periodic stalls needed to update
pulse parameters based on calibration measurements. Although
it is necessary for the SG-DMA engine to accommodate
continuously changing gate sequences, it is common that
a particular sequence is repeated multiple times before an
update to the pulse parameters is necessary. The proposed
control system incorporates several optimizations that reduce
bandwidth in these cases.

The relationship between measured performance character-
istics and TIQC system requirements is interleaved with the
presentation of the main results of this work, which are:

• A performance analysis of a multi-processor system that
utilizes APU, RPU, and PL. Performance trade-offs asso-
ciated with using different architectural components for
SG-DMA setup and operation are discussed, along with
their respective strengths and weaknesses.

• A latency and throughput analysis (including statistical
characterization) is carried out over a wide range of
SG-DMA parameters, including BD ring size and BD
block size. Architectural features impacting performance
as they relate to SG-DMA parameters are discussed.

II. RELATED WORK

Previous work investigated the use of SG-DMA for systems
with similar requirements, characterized as high bandwidth
transfers of data with different payload sizes and locations
to and from main memory. The system described in [9] uses a
customized DMA engine to transfer three-dimensional blocks
of data for hyperspectral imaging applications. The CubeDMA
system operates on a contiguous cube-shaped memory region
and is capable of computing data addresses in real time. SG-
DMA, in contrast, manages data transfers using a separate data
structure, allowing transfers of discontiguous regions of mem-
ory at the cost of additional memory accesses corresponding
to the reading and writing of the SG-DMA data structure.

The systems proposed in [10] and [11] measure and mitigate
memory interference by running PS and PL benchmarks in
parallel to reduce slowdowns caused by memory contention
and inefficiencies related to DDR access. The former uses
Controlled Memory Request Injection (CMRI) to increase the
utilization of the DDR. The latter system uses scheduling
policies within the PL to reduce memory stall times.

The work in [12] presents an analysis of the throughput and
latency of AXI port configurations for the ZCU102 and Ultra-
96 boards. Their analysis considers AXI bus width, burst size,
memory chip configuration, access patterns, and transaction
frequency. An analysis of DMA engine performance using
the ZCU102 is presented in [13]. Their work investigated the

performance impact of DMA parameters including burst and
memory stride sizes.

The FPGA-based qubit control systems proposed in [14],
[15], [16] and [17] utilize low latency, high-bandwidth PL-
side on-chip memory and simplified memory addressing. The
authors of [18], [19] use off-chip DDR to store waveform data
and/or parameters to greatly increase the amount of gate data
the system can create and access on-the-fly.

The performance penalty associated with off-chip storage
of gate sequence data is investigated in this work. We utilize
the ZCU111 for performance characterization of SG-DMA
operating in memory-mapped-to-streaming (MM2S) mode,
and a multi-processor system architecture consisting of an
APU, RPU, and the PL to investigate the performance impact
of various SG-DMA parameters to represent different gate
sequence structures.

III. COMMUNICATION

In this section, the communication architecture as well as
the relevant performance measurements of the RFSoC system
architecture are described in the context of a TIQC system.

A. System Architecture

The memory hierarchy associated with the processor side
of the Xilinx ZCU111 RFSoC used in this work is layered in
a configuration commonly used in high-end microprocessors,
with two 4 GB DDR4 (DRAM) defining the largest and slow-
est layer of the hierarchy, and processor caches representing
the smaller and fastest layers. The RFSoC architecture ad-
ditionally includes PL-side block RAM (BRAM/UltraRAM),
lookup-table (LUT) RAM, and distributed RAM.

The large size of the DRAM components can be leveraged
to accommodate a wide range of gate sequence definitions,
which are configured in the proposed architecture by appli-
cation processing units (APUs). A real-time processing unit
(RPU) is charged with transferring APU-pre-configured gate
sequences to the PL-side processing components by issuing
commands to a dynamic memory access (DMA) engine,
configured in SG mode. SG mode utilizes a set of buffer
descriptors (BDs), arranged in a BD ring, with each pointing to
an arbitrary memory region within the DRAM. The primary
focus of this paper is on evaluating SG-DMA performance
characteristics, i.e., latency and throughput, as a function of
several BD ring parameters, including the number of BDs,
their buffer size, and their location in DDR.

A block diagram showing the processing and interconnect
components within the Zynq UltraScale+ RFSoC on the
ZCU111 board is shown in Fig. 1. The SoC consists of
a dual-core Cortex R5 RPU, a quad-core Arm Cortex A53
APU, a PL region, and two external DDR4 DRAM memories,
interconnected through a complex point-to-point network of
Arm Advanced eXtensible Interface (AXI) switches. The DDR
memories are accessible to both RPU and APU for system
instantiations in which the memory map for both DRAMs are
configured with overlapping address spaces. Otherwise, the
PL DRAM is not accessible by the 32-bit RPU when address-
mapped above the 4 GB PS DRAM. Each core in the RPU
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Fig. 1. Zynq MPSoC system architecture showing the microprocessors,
programmable logic, DDR, and AXI channels that are used.

possesses a 32 kB L1 instruction and data cache, while each
core in the APU possesses a 32 kB L1 instruction and data
cache and a shared 1 MB L2 cache.

The inclusion of the processors and DDR enable the control
system to network, compile gate sequences, and share a
memory space with the PL without consuming PL resources.
The gate sequence compilation activities are complex and are
best handled within the context of software execution on the
processor, which provides a higher level of abstraction. The
PL, on the other hand, is capable of providing clock-cycle-
specific delivery of gate sequence data to the modulators,
which is required to maintain a coherent TIQC system. On-
going work is focused on adding a quantum compiler with
feedback [20], [21], [22] within the software framework run-
ning on the APU. Therefore, the tasks and requirements of a
TIQC system are an ideal fit to the co-design-based approach
proposed in this work.

The Vivado block diagram tool is used to create a system
level diagram which utilizes the APU, RPU, block RAM
(BRAM), DMA, GPIO, and PL DDR. The DDR is created
using the memory interface generator (MIG), and is inter-
connected through AXI to other components of the system
architecture. In the following experiments, a portion of the
PL DRAM is mapped into the address space of the APU and
RPU at an aperture given by 0x80000000 to 0x9FFFFFFF.
This makes the PS and PL DDR accessible by both the APU
and RPU. An AXI Smart-connect block is used to access the
PL DDR, which is capable of arbitrating between multiple
master IP interfaces.

The DMA engine possesses several input-output interfaces.
The configuration and control channel of the DMA engine is
connected to an AXI-lite interconnect and is controlled by the
RPU in our experimental setup. The memory-mapped inter-
faces of the DMA engine connect to the PL DDR while the
streaming interfaces are connected to a custom state machine
(CSM) (described below in III-C). The CSM stores incoming
data from the MM2S slave interface to a BRAM, and writes
BRAM out-going data to the streaming-to-memory-mapped
(S2MM) master interface. Two GPIO IP blocks are instantiated

and are accessible by the APU, RPU, and SM. Although not
shown in Fig. 1, a Linux kernel is created that enables the RPU
and APU to communicate using an API defined by the libmetal
and OpenAMP (asymmetric multiprocessing) standards called
RPMsg. RPMsg utilizes on-chip tightly-coupled memory for
code, stack, heap, etc., and the PL DDR for inter-processor
communication.

B. Scatter Gather DMA (SG-DMA)

The DMA IP block provided by Xilinx [23] is implemented
entirely in the PL, and can be configured to operate in either
simple mode or scatter gather (SG) mode. In previous work,
we investigated the latency and throughput of simple mode
across a range of data transfer widths and PL clock frequencies
[3]. This work presents a statistical characterization of latency
and throughput with DMA configured in SG mode.

Unlike simple mode, SG mode allows data blocks to be
distributed across the DDR at non-sequential addresses. Data
blocks are described using BDs, which are stored in a ring as
a linked-list data structure. Each BD is 64 bytes in size and
contains a 64-bit base address, a 26-bit size field (for up to
64 MB payload sizes), a pointer to the next BD and several
control and status fields. An example of a BD ring is shown
in Fig. 2.

The proposed TIQC system uses the APU to construct
gate sequences in PS and/or PL DDR. The linked list data
structure associated with the BD ring provides a fast and
flexible mechanism for creating heterogeneous gate sequence
orderings in real time during system operation, that can be
tuned based on feedback from instrument sensors. After the
creation of each custom sequence by the APU, the base
address of the BD ring is transferred to the RPU, using either
RPMsg or GPIO. The RPU is tasked with configuring the
SG-DMA engine with the base address and then starting the
SG-DMA engine, which occurs when the tail descriptor is
transferred to the SG-DMA engine. SG-DMA configuration
registers are controlled using a 32-bit AXI4-lite [23] data
bus between RPU and the SG-DMA engine. Given the tight
timing requirements of TIQC systems, this type of dual APU-
RPU architecture enhances performance characteristics over
single-CPU or soft-core alternatives by providing parallelism
and lower latency through the use of a dedicated processor
optimized to respond to real-time events.

The RFSoC resources used to implement several SG-DMA
configurations are given in Table 1, which were obtained
by synthesizing a Vivado block diagram containing only
the MPSoC, dual-channel SG-DMA, AXI Interconnect, AXI
SmartConnect, and Processor System Reset IP blocks. This set
of IP blocks represents the minimum set required to implement
the SG-DMA engine. Although bus-width is configurable up
to 1024 bits, at the expense of additional PL resources, the
256-bit version is the best match to the spline-based data path
specification defined within our TIQC system. The SG-DMA
engine instantiated in our experiments is configured with a
256-bit data bus, which enables one complete spline segment
to be encoded and transmitted as one word (spline encoding
and other artifacts are described in Section IV).
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Data Width (b) LUTs Utilized % of total LUTRAM Utilized % of total FFs Utilized % of total BRAM Pages Utilized % of total
32 10489 2.47 1970 0.92 15523 1.83 3 (90kb) 0.28
64 10639 2.50 1967 0.92 15792 1.86 5 (162kb) 0.46

256 13598 3.20 2695 1.26 20033 2.36 9 (306kb) 0.83
512 16120 3.79 4158 1.95 25420 2.99 9 (306kb) 0.83
1024 22864 5.38 7109 3.33 35543 4.18 9 (306kb) 0.83

TABLE I
UTILIZATION OF A DUAL-CHANNEL SG DMA ON THE ZCU111 RFSOC AS A FUNCTION OF DATA BUS WIDTH. A MINIMAL FUNCTIONAL

IMPLEMENTATION REQUIRES AN INSTANCE OF THE MPSOC, AXI INTERCONNECT, AXI SMARTCONNECT AND THE PROCESSOR SYSTEM RESET IP
BLOCK.

Fig. 2. Structure of BD ring in DDR.

Fig. 3. Latency components of the MM2S channel of SG-DMA associated
with the first iteration. The PL side clock frequency is 333 MHz, and the
DMA engine configured with a bus width of 256-bits.

C. Customized State Machine (CSM)

The latency and throughput characteristics of the TIQC
system architecture is measured using a customized state
machine (CSM). An illustrative example showing the types
of timing information that can be measured using the CSM
is shown in Fig. 3. This example shows the interaction of the
RPU with the SG-DMA and CSM components in the PL, and
the corresponding counter values recorded within the CSM.
The counter values reflect the latency of two components of the
data transfer operation, namely 1) execution time of the RPU

and interactions across the GPIO interface associated with
starting the CSM and 2) latency of the SG-DMA measured
between the start event and the arrival of the first word on
the streaming interface in the PL. The sequence of operations
are shown from top-to-bottom, while time (measured in clock
cycles) is shown along the horizontal axis. The PL clock
frequency in this example is 333 MHz.

The data transfer operation begins when the RPU issues
a reset to the CSM through the GPIO and the first of two
counters begins to increment after the release of the reset. The
RPU blocks and waits for the PL to assert a GPIO ready signal.
Once received, the RPU asserts a GPIO start signal. The PL
blocks (and increments the first counter) until the start signal
is received. Once received, the first counter is stopped and
the second counter is started. The reported 265 clock cycles
accounts for the delays of the GPIO signal transmissions and
RPU execution time. The PL then blocks and waits for the
first word to be delivered through the streaming interface. This
second time interval is broken down further by routing several
AXI signals, namely sg ar valid, mm2s ar valid, and s axis,
from the MM2S SG-DMA bus to the CSM. These signals
reflect the instant in time when the SG-DMA issues the BD
address to DDR, the time instance when the SG-DMA engine
issues the buffer address to DDR and when PL is notified that
the first word from the BD buffer is available on the streaming
interface, respectively.

The reported values are the mean counter values associated
with this RPU-bus-PL transaction. We report the mean, min-
imum, and maximum values converted to nanoseconds in the
reminder of this paper. For example, the second counter value
of 262 is equivalent to 787 ns of latency using a PL frequency
of 333 MHz.

D. Experiment Overview

The objective of this analysis is to determine the perfor-
mance characteristics, i.e., the average, best, and worst case
data transfer characteristics, of a multi-processor architecture
consisting of APU, RPU, and PL components. The partitioning
of the tasks, namely, gate sequence management, BD ring cre-
ation, control, and execution, across these three components,
enables the system to leverage the inherent parallelism that
exists in the RFSoC platform. The following analysis reports
on the performance characteristics and elaborates on the speed-
limiting components as they relate to the timing constraints of
a TIQC system.

The interaction between the RPU and PL components, i.e.,
the SG-DMA engine and CSM, defines the inner loop of
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Fig. 4. Multiprocessor SG-DMA setup and state machine processes. The green and pink regions represent the timing regions in Fig 3. The pink timing region
can be wrapped around any code running on APU or RPU to measure PS side execution time. Note that the RPU may build the BD ring in experiments
measuring RPU execution time.

the TIQC system, and therefore possesses the tightest timing
constraints. The analysis of this subsystem in section IV
explores parameters including the size of the BD ring, i.e.,
number of BDs and the size of the buffer regions associated
with each BD (payload size). We also examine the impact of
sequential versus random address locations of the BD payloads
in PL DDR as a means of determining whether the DDR
memory controller provides any look-ahead optimizations.

Section IV also contains an analysis of the performance
of the BD ring configuration process. The mean setup time
and variability, i.e., minimum and maximum, are reported for
different ring configurations. The performance of the BD ring
creation process when executed on the APU is compared with
the time taken when the same task is executed on the RPU,
while accounting for the synchronization and communication
latencies that are present when the APU creates the rings and
hands-off to the RPU to schedule execution with the SG-DMA
and CSM engines.

A block diagram illustrating the tasks and communication
channels utilized in the experiments performed is shown in
Fig. 4. The PL side remains the same across all experiments
and consists of a CSM and SG-DMA engine. The timing
events shown on the right side of Fig. 3 are associated with
the IDLE, WAIT START ACK, and MM2S states in the
CSM. The three counters in the CSM, namely, setup counter,
latency counter, and throughput counter are used to measure
the corresponding performance characteristics of the data
transfer operations. All components in the PL run at the
maximum allowable frequency of 333 MHz. The PL DDR
memory interface controller is also implemented in the PL

and runs at 300 MHz.
The CSM is connected to the SG-DMA engine compo-

nent through a 256-bit wide streaming AXIS interface. The
bandwidth of this interface determines the shortest average
gate time that can be continuously streamed. RPMsg utilizes
shared memory in the PL DDR to enable data to be transferred
between the APU and RPU. Alternatively, the APU and RPU
can use the GPIO registers to exchange data, and given the
GPIO are implemented in the PL, they are also accessible by
the CSM, providing a three-way communication and synchro-
nization channel between APU, RPU, and the CSM. The GPIO
register can also be used within the CSM to obtain clock-
cycle accurate timing measurements of communication latency
between APU and RPU. However, the bandwidth of the APU-
RPU-CSM communication and synchronization channel does
not have a significant impact on overall system performance.
This is true because control information related to the BD ring
base addresses is represented using a small number of words
and updates occur at relatively slow rates, in comparison to
gate sequence transfer operations occurring between DDR and
the SG-DMA engine. Therefore, the choice of using RPMsg
or GPIO is driven by other factors, including the extent of the
address space accessible by the RPU, resource utilization, ease
of update by the APU, etc. Given these constraints, RPMsg is
better suited as a communication mechanism, and is used in
our system architecture for this purpose, while GPIO is used
only for control and access to timing measurements.

The left side of Fig. 4 shows the tasks carried out by the
RPU and APU under the scenario where the APU creates
the rings and defines the contents of the buffers, while the
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RPU only handles the BD ring scheduling operations for
execution by the SG-DMA engine. As shown, once the BD
ring is created, the APU passes the base address of the ring to
the RPU. The process of creating the BD ring data structure
involves the following steps:

• APU: Allocate memory space for BD ring and buffer data
• APU: Write sequence data into the buffer data region
• APU: Create BD ring linked list with buffer address and

status information, e.g., first BD and last BD, etc.
• APU: Perform sanity checks on ring, flush cache, transfer

base address to RPU
• RPU: Configure SG-DMA control registers
• RPU: Write to SG-DMA tail descriptor register
The last step, which starts the DMA transfer operation, is

always performed by the RPU in our experiments. The RPU
is also tasked with controlling the timing measurements which
are carried out within the CSM. Once the transfer operation is
complete, the CSM notifies the RPU and transfers the counter
values through the GPIO register interface. The RPU forwards
the counter values to the APU using RPMsg and then to a host
for off-line analysis.

Note that carrying out DMA in SG mode requires the DMA
engine to access DDR three times, once to fetch the BD, a sec-
ond time to fetch the buffer data, and a third time to update the
BD status fields. Therefore, SG-DMA has a larger overhead
than simple mode, and corresponding performance penalty.
However, SG mode offers several advantages, including the
ability to quickly construct customized gate sequences that
leverage pre-computed gate sequences distributed across the
DDR memory space.

Moreover, the utilization of DDR itself, in contrast to
smaller embedded memory resources, e.g., PL BRAM, en-
ables additional scalability and flexibility in the TIQC control
system. The proposed system can easily leverage technology
improvements to DDR transfer speed and capacity as a means
of improving the throughput of the control system as well
as the number and variety of gate sequences that the control
system can access.

E. Memory Map of the Experimental System

The PS and PL DDRs are utilized by the APU, RPU, and
SG-DMA engine, with the APU running Linux on top of
a virtual, paged memory system, while RPU and SG-DMA
access physical memory directly, with the former running a
bare metal application. As indicated, RPMsg also uses a shared
DDR memory region for data exchange and synchronization.

The organization of the DDR memories utilized in the
experiments performed is shown on the right side of Fig.
4. The physical memory accessed by RPU and SG-DMA is
excluded from the paged, virtual memory system of the APU
by adding a reserved memory region to the Linux device tree
in the 4 GB aperture at the address range between 0x80000000
and 0x9FFFFFFF. The APU constructs BD rings and defines
BD buffers in this 512 MB region. Given the aperture is
located within the 32-bit address space of the RPU, this
strategy enables performance comparisons related to BD ring
creation to be made between the APU and RPU. A more

attractive arrangement in which the PL DDR is memory-
mapped above the PS DDR would allow a TIQC system to
fully utilize the 8 GB of DDR, but would only allow updates
to the PL DDR by the APU.

IV. EXPERIMENTAL RESULTS

SG mode provides a great deal of flexibility in creating
a complex sequence of data transfer operations. The user
controls several BD ring parameters including the number,
size, and location of distinct buffer spaces. In our experiments,
we investigate a range of values related to the number of BDs
transferred, from 20 to 213 BDs and the size in bytes of each
BD, from 25 to 213. Given the maximum clock frequency
of the PL fabric is 333 MHz, it follows that the maximum
achievable bandwidth is 10.6 GB/s.

In order to fully explore the transfer characteristics, several
additional experiments were carried out. An SG-DMA mode
referred to as cyclic mode is configured to evaluate the impact
of repeatedly transferring the same BD buffer data, in contrast
to the above experiments where distinct data is referenced in
each BD. In all evaluations, no difference in the latency and
throughput were observed between transfers using n-cycles in
cyclic mode and an equivalent size BD ring in non-cyclic
mode, so the performance statistics associated with cyclic
mode are omitted. In a last set of experiments, the performance
of the BD ring creation process is evaluated when carried out
by the RPU, and compared with the performance of the APU.

A. Application to TIQC

Control pulses in our TIQC system are variable in size.
Pulses can incorporate spline-based parameter modulation
which supports either continuous or discrete updates for wave-
form parameters. Specialized gate definitions may incorporate
various degrees of modulation on one or more waveform
parameters for a variety of compensated gate schemes or
for bandwidth limiting (such as with Gaussian amplitude
profiles). Each waveform parameter takes 32B words, which
represents a spline segment (even for square pulses, to keep
the architecture consistent). Each channel supports 8 waveform
parameters, amplitude, frequency, phase, and virtual phase, for
two independent tones.

A simple square pulse requires at least one 32B word for
all 64 endpoints, giving a minimum of 2kB per control pulse.
However, duplicate parameter data, which typically arises for
parameters that are unused and equal to zero, can be sent to
multiple endpoints with a single word. For a simple (timed)
NOP sent to all 64 endpoints (8 channels, with 8 parameters
each), the only non-zero value is duration, and data is identical
across all endpoints and can be represented with a single word.
The 4GB DDR4 used in this work has the capacity for on-
the-order of 107 unique simple gates. For a square pulse sent
to a single channel, unique values will usually be used for all
parameters except one phase and one virtual phase, and this
can be represented as 8 32B words in total, or 256B. Some
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gates require multiple concatenated control pulses, for example
those used for dynamical decoupling (e.g. BB1 or SK1 gates).

The mapping of BDs to control pulses and gates depends
on the software implementation. There are varying degrees of
granularity that can be imposed, in which a BD could be used
to represent a circuit, a subset of a circuit, a single gate, a pulse
within a gate, or a subset of a pulse. Pulses comprise multiple
independent data words for individual waveform parameters,
e.g. frequency, phase, amplitude, and a virtual phase. For a
gate which shares multiple parameter values, such as X and Y
gates which only differ by phase, shared data can be packed
into a single buffer and the different phases into a second
buffer. This way, updates to the shared data for a gate can be
made in a single buffer and any BD that references that buffer
is instantly updated. For simplicity, we are assuming that a
single step in a circuit is captured by a BD. This single BD
scenario represents individual gates and multiple gates run in
parallel, and also captures NOP data that is sent to unused
channels. It can also be used to pad out extra time if gates run
in parallel have different total durations.

Here we consider a realistic scenario where raw data is
directly streamed via SG-DMA and each BD is assigned to
a particular gate. Fig. 5 portrays the throughput of a BD
ring as a function of buffer length, plotted with transfer time
in microseconds against the number of spline words. For
example, a BD ring composed of 256 spline words (8192B),
i.e. 32B per spline word, requires a payload transfer time of
0.77µs .

The system architecture is set up to allow broadcasts of
identical data to multiple endpoints, and constrains the smallest
usable payload size to 32B, or 1 word. Common quantum gate
usage scenarios include:

• Timed wait with all parameters set to 0: 1 word transfers.
• Implementation of an Rz gate on a single channel: 3

unique words (non-zero virtual phase, zero values for
remaining parameters on target channel, zero values for
all parameters on all other channels).

• Implementation of a square pulse gate on a single channel
(assuming a co-propagating Raman pulse): typically takes
8 words (2 amplitudes, 2 frequencies, 1 non-zero phase,
and 1 virtual phase for AC Stark shift, 1 zero-valued word
that is broadcast for the other phase and virtual phase, and
1 zero-valued NOP to pad the other channels).

• Implementation of multiple square pulse gates on all
channels in parallel with unique parameters for each
channel: Typically takes 56 words (64 if both phases and
virtual phases are used).

• Implementation of a square pulse with a single sinusoidal
period of amplitude modulation where deviations from a
perfect sinusoid are below the resolution of the DACs:
Requires 28 words (22 amplitude words, a fixed ampli-
tude word, 2 frequencies, 1 non-zero phase, 1 non-zero
virtual phase (neglecting time-dependent Stark shifts), 1
NOP word for unused phase and virtual phase, and 1
NOP for all other channels).

All of these gates can have durations under ∼250 ns, despite
the variation in the data size and throughput, which is still
well below the target limit for 1µs gates, and in most cases

Fig. 5. Throughput measurements of the SG-DMA engine.

the minimum gate time (for a constant feed) is independent
of the number of data words unless a significant amount of
modulation is required during a short pulse. For the sinusoidal
amplitude modulation, a bandwidth of roughly 4 MHz can be
achieved. These sequences can be run back-to-back for a long
continuous sine wave without impacting per-sequence transfer
time. Moreover, packing more data into a single gate will only
improve throughput, meaning back to back pulses with the
same duration can be used to further improve throughtput.

If multiple non-identical sinusoidal amplitude modulation
gates are needed in parallel on all channels, then 27*8=216
words are required, approaching 750 ns and a bandwidth
of 1.3 MHz for constantly fed data. However, amplitude
modulation bandwidth requirements are typically <100 kHz
for simultaneously addressing multiple modes, and is not
typically applied to all channels. If higher-order harmonics
of motional modes are required, it may be desirable to drive
amplitude sidebands on 4 tones, which requires a 2.5 MHz
bandwidth. This is slightly above the typical radial secular
mode frequencies for ytterbium ions, and 2nd harmonics can
be driven by further detuning of the frequency inputs. Depend-
ing on the amount of data that needs to be fed where higher
bandwidth is needed, these limits can be locally exceeded if
the circuit is punctuated with slower gates or gates without the
same data requirements since the FIFOs can be packed while a
slower gate is being executed. Individual spline engine FIFO
depths are 256, with another 256 depth FIFO that feeds a
broadcaster for each channel (so the FIFO depth is effectively
512 in cases where one parameter is heavily modulated and
the others are fixed).

The resources provided by a large DRAM are leveraged
in our system architecture to satisfy this wide range of gate
sequence configurations, and SG mode of DMA enables gate
sequence definitions of various lengths and complexity to be
dynamically configured and updated on-the-fly by the APU
in parallel with gate sequence execution. In particular, the
PL DRAM is mapped to an address space above the lowest
32-bit aperture used by the PS DRAM. The reasons for this
are twofold: it allows full utilization of the entire PS DRAM
(which is 4 GB on the ZCU111/ZCU102) and PL DRAM
address space, where PL DRAM is strictly dedicated to hosting
gate data and associated BDs. Second, the 64-bit address
space of the APU can read and write the PL DRAM directly.
Note, however, that the RPU is restricted to a 32-bit address
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space, and therefore transfers between PL and PS DRAM (via
CDMA) are required to enable the RPU with full access. As an
alternative, the RPU could be charged with only configuring
the SG-DMA engine with 64-bit base addresses of BD rings,
which enables the SG-DMA engine to access any portion of
PS or PL DRAMs.

The computational complexity associated with implement-
ing gate sequences on-the-fly using feedback channel infor-
mation, and the high throughput, low latency requirements of
the modulated laser pulse control system is best implemented
as a co-design-based system architecture, as discussed earlier.
Architectures that attempt to implement the entire system as
state machine logic would result in over-utilization of the PL-
side resources and would make the tasks of configurability and
maintainability much more difficult, and would significantly
limit scalability.

As proposed, nearly all of the complexity of creating BD
rings is performed by the APU, which hosts a compiler to
convert quantum assembly down to raw pulse instructions,
mainly to avoid network overhead for feeding back on gate
definitions that often include non-linear parametrization of cal-
ibration parameters and may employ spline-based modulation.
While the details of the compiler are provided in [22], two
key capabilities of the compiler are:

• The ability to express high-level functional definitions of
gates that employ more complicated mathematical rep-
resentations, as well as methods to efficiently fit splines
with parameters that exceed 32 bits.

• The creation and management of persistent metadata
associated with gates and circuits for updating gates in-
situ during the state preparation stage.

Fitting splines requires matrix methods, in which the number
of spline knots affects matrix size, and this (to our knowledge)
cannot be implemented efficiently in PL without limiting the
number of spline knots supported in a pulse or requiring
significant resource utilization in the PL fabric. Moreover,
spline fitting requires some non-trivial elements for mapping
into efficient PL side interpolators. While we do support
fast register-based updates to control pulse parameters if they
do not incorporate spline-based modulation, the methodology
does not encapsulate the full complexity that might arise. For
instance, changes in pulse amplitude will likely yield different
AC Stark shifts, which are typically corrected using a spline-
modulated virtual phase. However, the relationship between
pulse amplitude and virtual phase is not trivial because of non-
linearities in the AOMs and amplifiers. Moreover, the actual
light shift can change day to day because of carbon buildup
on the AOMs, which is a common issue when using high-
power UV lasers. A key take-away here is that these kinds of
problems cannot be easily addressed by a PL-based system.

B. SG-DMA Performance Analysis

Latency is defined in our experiments as the interval of
time associated with the writing of the tail descriptor and
the arrival of the first word on the AXI MM2S streaming
interface in the CSM. An example is shown in Fig. 3, where
the second interval labeled 262 (787 ns) between events start

Fig. 6. SG-DMA throughput as a function of the number of bytes per BD
and BD ring size. The shaded regions highlight the variability and median
throughput of the SG-DMA engine decreasing for larger BD rings.

received and s axis valid represents latency. Multiple repeated
experiments are performed to obtain the median, minimum,
and maximum values of latency in our experiments. Similarly,
the median, minimum, and maximum values of throughput
are reported in MB/sec, where throughput is computed by
excluding the latency of the first transfer. Non-parametric
statistical metrics, i.e., median, minimum and maximum, are
used instead of the mean and standard deviation because
the statistical characteristics of the measurements are not
Gaussian.

Our measurements reveal that the latencies associated with
the set of RPU-to-SG-DMA experiments are independent of
the BD-ring parameters. In particular, the statistical charac-
teristics of the latency measurements are well characterized
using a minimum latency of 850 ns, a median latency of
988 ns, and a maximum latency of 1516 ns. Variations in
latency are largely due to stalls in the fetch-decode-execute-
writeback sequence carried out by the RPU, which includes
delays introduced by access contention and refresh cycles in
the DDR, cache misses, and AXI bus contention. For example,
the DDR4 device used on the ZCU111 (MT40A512M16JY-
075E) specifies that a refresh row stall is required every 7.8µs.
We observed DDR4 row refresh stalls using Xilinx ChipScope,
which showed stalls occurring for approximately 210 ns in
duration, and asynchronously with program execution.

The corresponding results for throughput are shown in
Fig. 6, with bytes per BD plotted along the x-axis against
throughput in MB/s on the y-axis. Unlike latency, throughput
is impacted by the BD ring size. The graph superimposes
the throughput results for BD rings of size 4, 16 and 1024.
The variability in throughput is largest for the BD ring of
size 4, and decreases linearly as the total amount of data
transferred increases. Given the DDR stalls occur at regular
time intervals, the impact that they have on the throughput
associated with larger rings is amortized over the longer data
transfer time interval, reducing their impact on variability.
Moreover, the negative performance impact of thrashing be-
tween DDR memory locations corresponding to the BD ring
and buffer addresses also becomes a smaller fraction of the
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Fig. 7. Throughput of the SG-DMA engine suffers a diminishing penalty as
the number of BDs in the ring increases. Throughput increases linearly until
saturating at the AXI data bus’s maximum bandwidth of 10.6 GB/s.

overall transfer time for larger transfer sizes. The median
throughput results for all tested BD ring sizes and buffer sizes
is shown in Fig. 7. The number of cycles has the same effect
on throughput as the number of BDs, indicating buffer data
can be stored discontiguously in memory without degrading
throughput.

C. BD Ring Creation Performance Analysis

The BD ring creation process described earlier can be
executed by either the APU or RPU, and consists largely
of instantiating an SG-DMA data structure for managing BD
rings and maintaining status. The SG-DMA IP block defines a
suite of registers that Linux or bare metal API functions utilize
for control and status operations. Both the APU and RPU
access the physical memory address space of these registers
directly. The C code running on the APU accomplishes the
task of bypassing the virtual memory system by opening,
reading and writing to the device in /dev/mem under Linux.
The C code associated with the BD ring creation process is
otherwise identical on both the APU and RPU.

In order to provide an apples-to-apples performance com-
parison, the CSM is used to measure the ∆t associated with the
creation of the BD ring in both cases. From the timing diagram
shown in Fig. 3, the counter which is sandwiched between
GPIO signals Reset PL and start asserted can be used to
measure execution time between any two points encapsulated
by the C code which writes these two GPIO signals. The entire
sequence of steps outlined in Section III-D is the target of our
timing operation. Note that the C code which writes to the
buffer spaces, e.g., with gate sequences, is not included in the
BD ring creation process, and instead, is handled by separate
routines before this sequence is executed.

The results of the performance comparison are shown in
Figs. 8 and 9. The execution time plotted on the y-axis is
divided by the size of the BD ring, so the y-axis shows the
average time to create a single BD in the ring. Although the
APU has a 5-9x speedup over RPU in the best-case scenarios,
APU suffers significantly longer stalls of up to 30µs during
execution of the user-space program when running a Linux

Fig. 8. Time taken for RPU to create a single BD.

Fig. 9. Time taken for APU to create a single BD.

5.4.0 kernel created with PetaLinux 2020.2. These longer stalls
in APU must be considered when attempting to meet timing
requirements in a TIQC system. Fig. 10 shows the ranges of
APU execution time to create a single BD and their observed
probabilities of occurrence.

V. APPLICATION TO QUANTUM COMPUTING

The objective of this research was to develop and test SG-
DMA for its ability to satisfy communication requirements for
the control system of a trapped-ion quantum computer. While
SG-DMA is slower than simple-mode DMA, it has advantages
for higher level sequencing of data streams where segments

Fig. 10. Probabilities for single BD creation time after a total of 100,000 data
points. The observed best-case performance is a single BD taking an average
of 0.1 to 0.25µs to be created, while the absolute worse case could take over
30µs. BD creation time was not observed to smoothly transition between the
range of all reported values.
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of the underlying data are reused. This applies to both the
case where the segments addressed by BDs are small but
frequently reused or large and only occasionally reused. These
conditions are particularly applicable to quantum computing
where electronic waveforms for quantum gates or shuttling
ions may require large amounts of data but are frequently
repeated, with only small changes needed to recalibrate them.
Recalibrating gates using SG-DMA can be acheived efficiently
by updating the data in the buffer which carries through to any
gates that reference that BD.

This type of scheduling offers more flexibility when large
amounts of data are required, and overall cuts down on
data communication requirements in the control system. In
this work the dependence of throughput on BD size was
measured and it was found that SG-DMA can match the
performance of simple-mode DMA when buffer sizes exceed
212 bytes, showing that SG-DMA is a useful way to coordinate
complicated but recycled buffer sequences (e.g. gate sequences
or ion shuttling waveforms). This framework is not just useful
for trapped-ion quantum computing control systems, but can
be applied to other quantum technologies like reconfiguring
neutral atom arrays or performing composite pulse sequences
in a superconducting quantum computer. Much faster gate
times (down to 10’s of nanoseconds) in these technologies,
however, may require additional techniques to achieve real-
time reconfigurability.

VI. CONCLUSION

This paper describes the experimental evaluation of la-
tency and throughput of SG-DMA, implemented on a Xilinx
ZCU111 RFSoC, as well as the benefits and limitations as they
relate to TIQC control systems. The analysis of overall system
performance considers communication between elements of
a multi-processing system, including the APU, RPU, and
PL, using different workloads for the SG-DMA engine. The
conclusions are summarized as follows:

• The latency of the RPU to initiate SG-DMA engine
operations can be characterized as having low variability
and does not depend on the parameters of the transfer.

• The SG-DMA engine is most efficient when transferring
large buffer regions, and has diminishing levels of vari-
ability in performance when processing large BD rings.
The SG-DMA engine, though implemented in PL, does
not have a fixed level of performance due to AXI bus and
DDR contention.

• Repeatedly cycling through a single BD ring has the same
effect on performance as increasing the number of BDs.

• The nature of SG-DMA to store both BD rings and
data buffers in DDR provides high levels of flexibility
at the cost of reduced performance due to the additional
memory accesses required to fetch BDs.

• With respect to application of the proposed architecture to
TIQC systems, the SG-DMA engine’s measured through-
put is sufficient to meet gate sequence transfer require-
ments, and is in fact much better than the ≈1µs lower-
bound target speed.

• The APU provides a 5-9x median execution time speedup
over RPU when creating BD rings. However, APU has

significantly slower worst-case performance for small
numbers of BDs than RPU primarily due to Linux in-
terrupt handling. The trade-off of high performance or
low variability motivates the usage of APU and RPU for
tasks that best suit their respective strengths.

• APU is better equipped for complex calculations by virtue
of its L2 cache, 64-bit architecture and larger number of
cores, while RPU is more appropriate for timing-critical
portions of the control system such as reading/writing
data to and from the PL.

The proposed multi-processor system architecture leverages
parallelism across the APU, RPU and PL state machine
computational units to effectively improve the performance,
flexibility and scalability of TIQC control systems. Although
the analysis carried out in this work focuses on the application
of the RFSoC to TIQC system architectures, the results are
relevant for other QC control systems and alternative RFSoCs
and MPSoCs.
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