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Abstract

Transient Signal Analysis is a digital device testing method
that is based on the analysis of voltage transients at multi-
ple test points. In this paper, the power supply transient
signals from simulation experiments on an 8-bit multiplier
are analyzed at multiple test points in both the time and
frequency domain. Linear regression analysis is used to
separate and identify the signal variations introduced by
defects and those introduced by process variation. Defects
were introduced into the simulation model by adding mate-
rial (shorts) or removing material (opens) from the layout.
246 circuit models were created and 1440 simulations per-
formed on defect-free, bridging defective and open defec-
tive circuits in which process variation was modeled by
varying circuit and transistor parameters within a range of
+/- 25% of the nominal parameters. The results of the
analysis show that it is possible to distinguish between
defect-free and defective devices with injected process
variation.

1.0 Introduction

Transient Signal Analysis (TSA) is a parametric
approacho testingdigital integratedcircuits [1]. In TSA,
defectdetectionis accomplishedby analyzingthetransient
signalsmeasurecht multiple test points of a device. The
approachoffers two distinct advantagesover other logic
and parametrictesting methods. First, device coupling
mechanismgi.e. power supply) permit the detectionof
defectsat test points that are not directly affectedby the
defect. Consequently error obsenrability is greatly
enhancedn TSA sincethey neednot be propagtedto pri-
mary outputs.Second by cross-correlatinghe datasam-
pled from multiple test points, false detectscausedby
mistakingsignalvariationsresultingfrom processvariation
assignalvariationsresultingfrom defects,arereducedin
fact, all useful parametrictest methodsmustaddresshis
problem. The proposed technique works becausethe
effectsof processvariationtendto be global,changingeir-
cuit parametersiniformly acrosshe entiredie. Hence the
correspondingchangein the transient responseof the
device producessignal variationsthat are correlatedat all
testpointson the die. In contrastsignalvariationscaused
by a defecttendto be regional with larger amplitudesat
testpointscloserto the defectsite. This resultsin a change
in the cross-correlatiomprofile of the device. A simplesta-
tistical methodis presentedhatdetectghe absencef cor-
relation in one or more test point signals of defectve

deviceswhile attenuatinghe signalvariationsthatarecor-
related or caused by processiation.

In previous work, simulation experimentswere con-
ductedon defect-freesimulationmodelswith injectedpro-
cessvariation and a single ‘faulted’ simulation model
[2][3]. Onesetof defect-freesimulationg calibrationsimu-
lations) was usedto derive the prediction bandswhile a
secondset (control simulations)was usedto evaluatethe
accurayg of limits. The detectionof the defectusing the
faulted model was determinedusing theselimits. In this
work, the detectionof the defectundera set of faulted
modelswith injected processvariation is determined.In
other words, similar to the defect-freesimulation experi-
ments the faultedsimulationswererepeatedisinga setof
modelsthatwerealteredby the effectsof proceswariation.
Otheranalysisof the dataare presentedor completeness
of the work and include:

« An analysis of selected subsets of test signals.

« An alternatve self-reference signal processing
method.

* An analysisof the slopesof the regressionlines used
to characterize the defect-freevires.

The restof this paperis organizedas follows. Section
2.0 outlinessomerelatedwork. Section3.0 describeghe
TSA method.Section4.0 presentghe experimentalsetup.
Section5.0 presentexperimentalresultsand,finally, Sec-
tion 6.0 summarizesur conclusionsand areasfor future
investigation.

2.0 Background

Parametricdevice testing stratgies are basedon the
analysisof a circuit’'s parametricproperties,for example,
propagtion delay magnitudeof quiescentsupply current
or transientresponseMary typesof parametridestshave
beenproposedout recentresearchinteresthasfocusedon
IppTbased methods.

IppT-basedapproachesre designedto overcomethe
limitations causedby the static nature of the Ippq test
[4][5][6][7]. In generaltheselppr-basedmethodsare not
hamperedy the slow testapplicationratesandarenot as
sensitve to designstylesaslppg, howeverthey do notpro-
vide a meansof accountingfor procesdolerancesandare
therefore subject to yield loss.

Recentrelated works shov promising resultsand are
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Figure 1. Time and Frequency Domain
Signature Waveforms.

basedn principle itechniquethat
we have propose_,_, _.._.,.,. .._.._._., __.ibrationis per-
formed in thesetechniquesacrosstest sequencesather
thanwithin a singletestsequenceAlthoughthesemethods
aresimplerto implementsinceonly onewaveformis ana-
lyzed pertestsequenceit hasyetto be determinedwvhich
of thesemethodscanbeadaptedo provide adequatelefect
sensitvities for large deepsubmicrondevices. The multi-
ple testpoint measurementskenin TSA enhanceslefect
sensitvity at the expenseof increasedmeasuremenand
computational compiety.

3.0 TSA Method and Model

TSA identifiesdefective devicesby cross-correlatinghe
waveforms measuredsimultaneouslyat topologically dis-
tinct locationson thedevice asatestsequencés appliedto
the primary inputs. The power supply internodalcoupling
capacitancesyell coupling and substratecoupling create
an RC network in a digital device which are the mecha-
nismshby which signalvariationsat a logic node(e.g.due
to the presencef a defect)inducesignalvariationsat test
points on the power supply Thesevariationsare regional
sincethe RC network attenuateshemasthe distancefrom
the defectve nodeincreasesTherefore,the signalsmea-
sured at multiple test points can be cross-correlatedo
detecta defectby analyzingthe differencesn signalmag-
nitude and phaseat the testpoints. However, signalvaria-
tions also result from changesin fabrication process
parametersmaking it difficult to isolate the variations
causedy defectsThus,animportantissueis to differenti-
ate betweenvariationsdue to defectsversusthosedue to
processvariation. The inability to do so canresultin yield
lossandtestescapedn previouswork, we determinedhat
signalvariationscauseddy changesn the procesgsendto
be globalandmeasurablén all testpoint signals[1]. More
importantly the signal variations causedby processare
proportionalacrossthe test points, making it possibleto
attenuatethem using simple signal post-processingech-
nigues.The cross-correlationechniquedescribeelow is
ableto calibratefor variationscausedby the processand
significantly imprae the defect sensrity of the method.

Phase

3.1 Signature Waveforms

TSA is basedon the analysis of signal differences
betweena defect-freereferencedevice and a test device.
Signature Waveforms (SWSs) capture these differences.
SWs are createdby subtractingthe waveform measured
from sometestpoint on the testdevice from the waveform
measuredrom the sametest point location on the refer-
encedevice. An exampleis shavn in Figure2 in thetime
andfrequeny domains.The Vpp waveformfrom the ref-
erence(Ref) is shavn alongthe left plot while the Vpp
waveformfrom atestdevice (Test)is shovn belaw it. Sub-
tracting the test waveform from the referencecreatesa
Time or Frequeng Domain SignatureWaveform shavn
alongtheright of Figure2. The SW is shavn shadedo a
zerobaselineTheareaunderthe curve, computedoy eval-
uating the integral of the waveform using the trapezoidal
rule formula over the time intenal 0-250nsor frequeng
interval 0-200MHz, is referredto asthe SignaturéWave-
form Area (SVA).

3.2 Linear Regression Analysis

Linearregressions usedto decidethe pass/ail statusof
atestdevice. Usingasetof SWsfrom simulations Figures
2 and 3 illustrate TSA. Figure 2 showvs two columnsof
SWsfrom two testpoints (Vdd, andVdd;). The pairs of

SWsin the top 6 rows correspondo differentsimulation
experimentsdesignedo modelsimplechangesn the pro-
cessln thesesimulations.exactly oneof eitherbeta or vio
wasvariedglobally from the nominalvalue by the amount
shawn in the figure. The last row shows the SWsfrom a
simulationconductedn the referencemodelwith a bridg-
ing defect inserted.

The SW pairsin thefirst 6 rows arecorrelatedln other
words, the magnitudeof the variationsin the SWsof one
row is proportionalto correspondingSWsin other rows.
The SWAs shawvn on the far right andfar left in thefigure
presere this correlation.For example,the SWAs for Vdd,

and Vdd; in Defect-FreesimulationA are0.11and0.22,

respectiely, which areproportionalto the values0.04 and
0.08in Defect-FreesimulationB. The ScatterPlotin Fig-
ure 3 plotsthe SWAs of Vdd, (x-axis)aginstthe SWAs of

Vdd; (y-axis) andillustratesthat the SWAs from simula-

tions A throughF tracklinearly. Thus,a leastsquaressti-
mateof a linearregressionline (bestfit line) shovn in the
figure tracksprocessvariationin datapointsA throughF.
The shadedegion aroundthe regressionine is calledthe
Procesd/ariationZoneandis delimitedby predictionlim-
its. Theregressionline accommodategooddevicesin all
regionsbetweerthe processpecificatiorcornerswhile the
predictionlimits accountfor small non-linearity measure-
ment noise and intra-diee processariations.

In contrastthe SWslabeledG shovn alongthe bottom
of Figure 2 are not proportionalto the SWsin the other
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Figure 2. Vdd, and Vdd-; Signature Waveforms
from 7 simulation runs.

rows. In this case the defecthasproducedregional varia-
tion in the SW of Vdd, dueto its proximity to this supply

rail. A much smalleramountof variation occursin Vdd,

dueto theattenuatioreffect of the RC network. Thelack of
correlationin this pairing is illustratedby the outlier data
point G in Figure 3. From the plot, it is clear that the
behaior of this device is not characteristictco the norm
definedby the predictionlimits of the Defect-Freesimula-
tions.

3.3 The Pass/Fail Criterion

Basedon this example,the pass/ail criterionundereach
testsequencés straightforvard. Acrossall pairingsof test
points,if atestdevice generates datapoint thatfalls out-
sideof the Procesd/ariationZonefor any pairing,the test
device is defective. However, it may not be necessaryo
analyzeall test point pairingsto determinethis. In this
paper it is shavn that one particularsubsetof test point
pairings is sufcient to detect all the defects.
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Thepass/ail criterionis basedn ananalysisof “residu-
als”. A residualis definedasthe shortesdistancefrom the
datapointto theregressiorline, asshavn in boldin Figure
4. In this figure,a scattemplot of datapointsfrom 86 simu-
lations are shavn. 48 defect-freesimulations(43 calibra-
tion and5 control)wererun underdifferentprocessnodels
andusedto derive theregressioriine andpredictionlimits.
Similarly, 48 “f aulted” simulationswerealsoperformedto
evaluatetheselimits undervariableprocessingonditions.
The 60 prediction limits are labeled in the plots and

y = b0+b1x+WA/ SE 1+

where

Figure 3. Scatter plot, regression line and
prediction limits using data from Figure 2.

defined by Equation (1).

The predictionlimits aresensitve to boththe numberof
simulations or samples(1/n in the equation) and the
amountof dispersionof the datapointsaroundthe regres-
sion line (Mean SquareError or MSE). For this experi-
ment,the 3o limits boundthe 43 datapointsusedto derive
the limits (as expected)but several of the control device
data points fall outside of theselimits. As explainedin
moredetailin Section4.1, wider limits (60) arenecessary
to bound the dispersionof control data points for this
experimentbecausehe parametergo the model usedto
derive themwerevariedin sucha way asto approximate
Worst case processnation.

For the experimentsin this paper the predictionbands
areusedasthepass/ail thresholdfor the Testdevices(both
ControlandFaulted).In otherwords,a testdevice fails if,
in the scatterplot of ary test point pairing, at leastone
residualis larger thanthe region definedby the prediction
limits for that scatter plot.

4.0 Experiment Setup

The experiments were conductedon a full-custom
designof an 8-bit 2's complemenimultiplier. A block dia-
gramof this device is shawvn in Figure5. The power sup-
pliesfor the corelogic arelabeledasVpp; throughVppg
andarejoinedinternallythrougha seriesconnectiorof 2 Q
resistors(shavn on theright in the figure) to simulatethe
supplygrid configurationof a larger device. Thetransients
weremeasuredrom the Metal2 corelogic testpads(over-
glasscutsshown on the left in the figure), which is repre-
sentatve of conductingTSA atwaferprobe.Theinputtest
sequences were run at 4 MHz for a duration of 250ns.

Theregularity in the structureof the designmadeit pos-
sibleto introducedefectsat multiple locationswhile main-
taining the ability to easily generatevector pairs which
individually targeted a unique defect. The approximate
locations of the defectsare shavn as ‘X’ s in Figure 5.
Threeversionsof the multiplier were designed:a defect-
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Figure 4. Scatter plot of data points from 86
simulations.
free version,a versionwith 9 insertedshortsanda version
with 9 insertedopendefects.Theresistancef the shorting
defectsin the bridging defectve circuit variesbetweerD Q
(hardshort)and 10 KQ. For the opendefectve multiplier,
the range is 100 B (hard open) and 2&

4.1 Experiment Description

Accurate circuit models were generatedusing the
SFACE extraction tool [10]. The lot averaged circuit
parameterseportedby MOSISfor hardwaredevicesfabri-
catedat 2 wereusedto derive thetechnologyfile usedby
SFACE. 18 bridging and open experimentswere con-
ducted,eachdedicatedto detectingexactly one of the 9
bridging or open defects.

A simulationrun wasmadeusinga nominaldefect-free
simulationmodel and either a bridging or opendefectve
simulationmodelfor eachof the 18 experimentsin addi-
tion, 228 simulationmodelswereextractedfrom thelayout
and usedto analyzethe effects of processvariation. In
thesemodels,one or more of the transistorand/orcircuit
parameterseportedoy MOSIS werevariedover therange
-25% and +25% of the nominahlue.

Table 1 summarizeghe simulationexperimentmodels
andruns.For example,in Bridging andOpenExperiments
1-3 (column 3), modelswere extractedand simulatedin
whichthe parametershavn werechangedndividually for
30 models,andin groupsof ninefor 5 modelsby plusand
minus5%, 10% and25% of the nominalvalues.Two addi-
tional simulations(Min andMax) wereconductedor each
of theseexperimentsn which the nine procesparameters
wereall setto -25%and+25%r respectiely to approximate
the worst case process model.

The referencesimulationsidentified in column 2 of
Table 1 were usedto createthe SignatureWaveformsas
describedn Section3.1. The remainingsimulationswere
divided into two groups,a Calibrationgroup (columns3
through5) and a Testgroup (columns6 through8). The
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Figure 5. Block-level diagram of the

multiplier showing defect locations.
Calibrationgroup was usedto derive the regressionlines
andpredictionintenals. The Testgroupwasusedto evalu-
ate the predictionlimits and the defectsensitvity of the
methodand are further divided into a Control group (col-
umn 6) and a &ulted group (columns 7 and 8).

The Control experimentsare defect-free simulations
designedo approximatesxtremecase®f proceswyariation
andareusedprimarily to setthe predictionlimits for each
of the three experimentgroups.The limits were setsuch
that no control data point fell outside of the prediction
band.Sincethe numberof simulationsvariedin the Train-
ing group acrosseachof the experimentgroups,1-3, 4-6
and7-9, it becamenecessaryo setthe ¢ valuedifferently
for eachof thesegroupsin orderto keepthe datapointsin
the Control groupboundwithin the predictionbands.The
limits were set at 60, 86 and 3o for the three groups,
respectiely, to accountfor training setsizesof 37,43 and
22 asshowvn in Tablel1. Moreover, adifferentsetof Control
experiments were used for each of these experiment
groups.Thediversity in eachof thesegroupsalsoaffected
the appropriatec value and emphasizeshe necessityof
choosing a training set that characterizeghe expected
range of processaviation.

The secondset of simulationsin the Test group (col-
umns7 and8) wererun for eachexperimentusinga model
with a defectinserted.Column?7 lists the simulationsper-
formed undereachof the two faulted simulation models
using the nominal circuit parametersColumn 8 lists the
simulationsperformedundereachof thefaultedsimulation
modelswith theprocesgparametersariedasshown in col-
umns3 through6. In otherwords,the defect-freesimula-
tion experimentamodelingprocessariationwererepeated
using each of theafilted simulation models.

5.0 Experimental Results

5.1 Nominal-Reference Analysis
The histogramsof Figure 6 shav the resultingnumber



Table 1: Summary of the Simulation Experiments and Models.

Defect-free Defect-free Defect-free Defectve | Defectve
Reference) Defect-free
Model Process Model.| Process Model. |Process Mode Control. Test ReferencegProcess Model.
Calibration Calibration Calibration ' Test Test
Experiments | Br&Opl-9 Br&Op 1-3 Br&Op 4-6 Br&Op 7-9 | Br&Op 1-9 |Br&Op 1-9 Br&Op 1-9
# of models 1 37 43 22 5 2 162
Total # of sims 18 222 258 132 90 18 702
Transistor/Circuiy ~ None |Beta, \{ poly Q, |Beta, \ p-/n-diff Q, All9 All9 None Same as
parametersaried metal2 contac®, |metall contac®, parameters | parameters columns
by +/- 5%, 10% metal cap. eer p-/ p0|y cap.to Substrate,”Sted to the left.listed to the| 3-6
and 25% n-well metall to metal2 cap. left.

# of circuit paramt  None 1 (30 models). 1 (36 models). | 9 (20 models)] 9 (15 mod-| None Same as
eters waried per 9 (5 models). 9 (5 models). [9atMin/Max (2 els). columns
model. 9 at Min/Max (2| 9 at Min/Max (2 models). 3-6

models). models).

of “faulted” simulationdatapoints which exceedthe pre-
diction limits for eachof the 18 simulation experiments.
For eachexperiment transientdatawas measurean each
of the 10 supply rails simultaneouslyat the test points
shovn in Figure 5. Therefore,n*(n-1)/2 or 45 test point
pairingsare available for analysisundereachexperiment.
Thehatchedarsin the histogramgyive the numberof data
points(out of a possible45) thatfell outsideof the predic-
tion limits while the solid barsgive the numberof outlying

datapointsfor a subsetof thesepairings:the 9 testpoint
pairingsinvolving adjacentvdds, e.g. Vdd;-Vdd,, Vdd,-

Vddg, Vdds-Vdd,, etc.

The topmosthistogramshaows the resultsfor the Time
Domainanalysiswhile the middle and bottom histograms
shaw theresultsfor the frequeny domain(Fourier Magni-
tudeandFourierPhase)As indicatedin theright-mostcol-
umn of Table 1, varioustypesof processvariation were
introducedinto the faulted models and the experiments
wererepeatedindereachof the testsequenceddowever,
the histogramshaws the numberof outliersobtainedfrom
a single faulted simulationrun for eachexperiment.The
simulationresultreporteds the run thatproducedhe min-
imum number of outliers acrossall three domains(the
worst case).

As indicatedin Section3.2, a defectis detectedif at
leastone data point falls outsideof the predictionlimits.
The resultsshovn in Figure 6 indicatethat all defectsare
detectedn oneor moredomainsusing either9 or 45 test
point pairings.Sincethe compleity of thetestis, in part,
basedon the numberof pairings analyzed,theseresults
indicatethatonly a subsebdf the pairingsmaybe sufficient.
The magnitude analysis provides the best results (all
defectsdetectedusing either 9 or 45 pairings) while the
phaseanalysisyields the worst result (fails to detect8
defectsusing45 pairingsand13 defectausingthe subsebf
9 pairings).

5.2 Self-Reference Analysis

The histogramsshawvn in Figure6 arelabeledNominal-
Referenceto indicate that a defect-freereferencedevice
model (golden device) was usedto createthe Signature
Waveforms,asexplainedin Section3.1. Figure 7 showvs a
setof histogramobtainedrom the samedatasetbut using
adifferentSignaturéVaveformcreationprocedurelnstead
of usinga defect-freereferencedevice to createthe Signa-
ture Waveforms,the waveform from Vdd; on eachdevice

was usedasthe reference Therefore,9 fewer pairing are
availablefor analysis(36 insteadof 45) andoneadditional
sampleis available (the defect-freenominalreferencesim-
ulation). The notion hereis to determineif the effects of
processvariation can be reducedfurther The analysisof
the scatter plots (not siva) indicates that this is the case.

Once again, all defectsare detectedin one or more
domains.lIt is also apparentthat the Phaseresults have
improved dramaticallyover the Nominal-Referenceesults
while the Time andMagnitudehave changednly maigin-
ally. The moststraightforvard methodof comparisoris to
countthe number of experiments that have zerooutliers
in each domain (where lower values indicatesa better
result).For the Nominal-Referencdime Domainanalysis,
5 experimentsshow zerooutliersin the45 pairinganalysis.
For the Self-Referencanalysisthis valueis 3. TheMagni-
tudeanalysisyields0 and1 while the Phasenalysisyields
8 andO, respectiely. Ongoingresearchs investigatingthe
large numberof zerooutlier experiments(testescapesin
the PhaseNominal-Referenceesults. This result contra-
dictsthe Self-Referenceesultsandthe resultsof previous
hardware experiments [2][3].

5.3 Test Point Pairing Analysis and the Vdd,
Supply Rail Topology
Other subsetsof 9 test point pairings were analyzed.
Theseincludedpairingsinvolving Vdd,, e.g. Vdd;-Vdd,,
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Vdd;-Vddg, ... and pairingsinvolving Vdd,q, e.g. Vdd;-
Vdd; o Vdd,-Vdd,g, ... If the testeffectivenessmetric is

basedon the numberof experimentsproducingzerooutli-

ers,thenthe bestresultis obtainedfrom the adjacentpair-

ing analysis,which yields 5, 0 and 10 for the Nominal-
Referencanalysisand5, 2 and1 for Self-Referencanaly-
sis,asshawvn in thefigures.Theresultsfor pairingsinvolv-

ing Vdd, g, e.g.Vdd;-Vdd, g, Vdd,-Vdd,g, ... are7, 0 and
13 for the Nominal-Referencand8, 1 andO for the Self-

Reference.However, if the test effectivenessmetric is

basedon the number of outliers, the analysisof pairings
involving Vdd,y is muchlarger thanthe numberobtained
for the adjacentpairing analysis.For example,the number
of outlierswasthe maximumpossible(9) for the Magni-

tude Nominal-Referencanalysisfor 16 of the 18 experi-

ments(not shavn). A similar resultwas obtainedfor the
Phase Self-Reference analysis.

The transientsignalbehaior on Vdd, g is uniquewhen
comparedo theothersupplyrails. Thisis illustratedby the
scattermplot shovn in Figure4. The slopeof the regression
line is shallav (<<1) while the regressionline slopesof
scatterplotswithout Vdd, g arecloseto the expectedvalue

of 1. Sincetheareaxomputedor Vdd, g areplottedonthe

y-axis, this suggestshatthis supplyrail topology(a circu-
lar ring, seeFigureb) is insensitive to processariation.In
contrast, the presenceof a defect causesa significant
changen thetransientehaior of this supply asis evident
by the elevated position of the faulted simulation data
pointsin the figure. We are currently deriving analytical

modelsto help explain this behaior, andhopeto derive a
simpleteststructurethatwill increasehesensitvity of this
method to defects.

5.4 Regression Line Slope Analysis

The method as presentedrequires the derivation of
regressionlines and prediction limits for each pairing
under eachtest sequence: priori using a set of known
defect-freetestdevices.It may be possibleto simplify this
proceduref theregressiorlinesandpredictionlimits from
onetestsequenceanbe usedfor othertestsequencesni-
tial investication of the slope of the regressionlines for
eachof the 45 pairingacrosghe 18 experimentshawv that
they arewell correlatedandcloseto avaluel for testpoint
pairingthataretopologicallyclose(adjacentjn thelayout.
Of course this excludespairingswith Vdd; g asdiscussed
in the previous section.The resultsof the outlier analysis
for pairingsinvolving adjacentV y4s presentedn the histo-

gramsshaw thatthesepairingsarealsosensitve to defects.
Therefore this suggestshatit may be possibleto simplify
the preprocessingrocedureby startingfrom the assump-
tion that the slopeof regressionlines from adjacentpair-
ingsis 1 underary testsequenceand proceedto derive
only the prediction limits under each test sequence.

6.0 Conclusions

TransientSignal Analysis (TSA) is a parametridesting
methodcapableof identifying defectswhile compensating
for proceswariation.Usingregressioranalysisdefectfree
data(perturbedby simulatedprocessvariation)is usedto
determinea correlationprofile of a“good” device. In previ-
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Figure 7. Time, Fourier Magnitude and Phase Self-Reference Results.

ous work, simulation experiments were conductedon

defect-freesimulation modelsof an 8-bit multiplier with

injectedprocessvariation. It wasshavn thatthe detection
of 18 defectswas possiblein 18 additional simulations
conductedn asingle ‘f aulted’ model[3][4]. In this work,

the sameresultis obtainedover a set of faulted models
with injected processvariation. Therefore,the simulation
resultspresentedn this papershowv thatdefectdetectionis

possiblein spiteof the signalvariationscauseddy fabrica-
tion processvariationsinjectedinto either the defect-free
or defectve device models.

Furthermorejt is shovn that the injecteddefectswere
detectablaisingary of severalsubset®f testpointsignals.
This resultandthe enhancedlefectsensitvity provided by
the circular supplyrail topology both suggesta meansof
reducing the signal post-processingcompleity of the
method. Moreover, similarities among regression line
slopesmay also simplify the implementatiorby eliminat-
ing the needto derive a “good” device correlationprofile a
priori. The superiorresultsshavn for the self-reference
analysisalsosuggesthatthe goldendevice profile canbe
relaxed or eliminated, enhancingthe practicality of an
implementation.

In the near future, improvementsto the method will
involve experimentson real circuit productsand formula-
tion of a practical implementation/approximatioof the
TSA technique.
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