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Abstract—This paper describes an investigation of the responses of a two-conductor transmission line illuminated by the Swiss impulse radiating antenna (SWIRA). A description of the radiated fields from this antenna is first provided, and then the responses of various transmission lines to this excitation are illustrated. For simplicity, the line responses are represented by the open circuit voltage $V_{oc}$ that is induced at one of the ends of the line, with the opposite end of the line matched with the characteristic impedance of the transmission line. While these calculations are performed for the specific case of the line having a wire separation of $d = 1$ cm and wire radii $a = 1$ mm, simple expressions have been provided for transforming the calculated results to those appropriate for lines with other dimensions. Moreover, simple expressions are given for obtaining the short-circuit current at the load.
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I. INTRODUCTION

Swiss impulse-radiating antenna (SWIRA) is a useful tool for testing electrical systems in electromagnetic (EM) environments. A computational model for determining the radiated EM fields from this antenna is available and the behavior of the E-field at various locations in front of the antenna has been determined. In this paper, the SWIRA model is used to determine a range of responses for 2-conductor electrical transmission lines that are illuminated by the antenna when it is operated in transient mode.

II. EXCITATION AND COUPLING TO LINE

Figure 1 illustrates the SWIRA geometry. This antenna consists of a parabolic dish reflector of diameter $D = 1.8$ m with a focal length $F = 0.482$ m.

The antenna is fed by a four-arm transmission line structure with a voltage source located at the focal point. With a pulsed voltage source $V_0(t)$, the antenna radiates a fast impulse-like waveform along the boresight ($z$) direction. This antenna has many well-established applications.

Figure 2. Illustration of a 2-wire transmission line excited by an incident EM field from SWIRA.

Figure 3. Plot of the open circuit voltage $V_{oc}$ at load for a 2-meter transmission line located at 100 meters from the SWIRA.

III. SUMMARY

While there can be large variations in the line responses as the line moves about in the illuminated region in front of the SWIRA, an attempt has been to calculate and quantify the worst-case responses of the line. This is accomplished by considering either end-on or broadside excitation of the line while it is in the boresight direction of the antenna, where the E-field strength is the greatest.

We will present many cases and parametric variation of the coupling of the SWIRA fields to transmission lines.
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Abstract—“Few projects come close to the scope and ambition of the Square Kilometre Array (SKA) as a scientific endeavor. How can we fill in the gaps in our understanding of the Universe by reading its history as written in the language of its most abundant constituent, Hydrogen?” [1]. Along with pulsars, our cosmic clocks, study of these two principal radio astronomy topics is severely constrained by the widespread electromagnetic (EM) activity of our modern living. An overview of the science and interference will be used to illustrate the significance and extent of EMC activities during system design, construction, and operation.
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I. INTRODUCTION

In pursuit of seeing back to the Cosmic Dawn and the formation of the very first stars, of witnessing the epoch of galaxy formation and of attempting to understand universal conditions 13.7 billion years after the Big Bang, an SKA-sized telescope is needed. These and other ambitious goals are outlined by Braun et al. [2]. Reference will be made to general high-level science objectives and then to large-scale Electromagnetic Compatibility (EMC) system elements which impact 1) Strong-field tests of gravity with pulsars and black holes and 2) Galaxy evolution probed by neutral hydrogen.

The original objectives published in [1] stated that the instrument would be at least 50 times more sensitive than existing radio astronomy systems. The mid-band telescopes are located in the Karoo of South Africa (RSA) and the low-band arrays in the Murchison Valley of Australia. Fig. 1 places the SKA in the context of other science aspirations, where the direct imaging of cosmic dawn structures and the first glimpses of the Dark Ages are highlighted. Fig. 2 zooms into the telescopes and arrays that are beginning to do science. Fig. 3 gives a sense of the project scale from the RSA Astronomy Advantage Area (AAA), which is nationally protected by permissible EM Interference (EMI) thresholds. EMI is addressed at every level of development and operation in both Australia and RSA. Foundational project academic EMC research activities in RSA can be found in [4].

II. INFRASTRUCTURAL EMC

A. Radio Quiet Power Provision: Consortia Involved

Development teams and international consortia have been involved in designing “the world’s most radio-quiet power stations” [5]. “Reducing EMI to the level we need is such a specialist job … there’s only a handful of people … that can do it. If we went to the market and asked for someone to build a radio-quiet power station, we wouldn’t get any bids, or they would be far too expensive due to the perceived risk.” The developments, installation implications and testing of power and photo-voltaic systems will be discussed.

B. EMI, Metrology, Interfaces and Apertures

Some intriguing elements in this field will be reported.
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Transmission-Line Transformers (TLTs) and baluns exploit leakage inductance and inter-winding capacitance to provide broadband frequency response and high-fidelity time-domain pulse reproduction. However, TLTs are limited to rational effective turns ratios (voltage or current ratios) [1], [2]. This arises from the series/shunt interconnection of the constituent “basic building blocks” which in turn are multiconductor transmission lines with integral common-mode chokes [1]. When a precise, irrational effective turns ratio is mandated, a conventional TLT may not be practicable. In principle, a sufficiently high-order TLT (TLT order is rigorously defined in ref. [2]) can come arbitrarily close to providing any turns ratio [2]–[5]. However, if the order of the TLT is high, parasitic behavior and losses arising from the large number of interconnections degrade the performance. Therefore, it is desirable to be able to provide an arbitrary effective turns ratio with a relatively low-order TLT. It has been shown in the literature that such irrational effective turns ratios may be obtained by “tapping” one or more of the multi-filar windings of a TLT [1], [6]. This naturally slightly degrades the TLT operation and hence the frequency- and time-domain responses. Although the approach is provided in the literature, no detailed analysis is given. Here we analyze such a “tapped” transmission line transformer in the time and frequency domains for the purpose of providing input/output matching to a large TEM transmission line for vehicular EMC testing. As an example, consider a design requirement calling for an impedance ratio of 1:5/3 transforming 50 \( \Omega \) to 125 \( \Omega \). This requires a voltage ratio of 1 : \( \sqrt[3]{\frac{5}{3}} \) which is an irrational number. Therefore, the ratio cannot be exactly obtained with a TLT. Nevertheless, the ratio can be closely approximated by a sufficiently high-order TLT. For example, the rational voltage ratio of 7 : 11 is within 1% tolerance of 1 : \( \sqrt[3]{\frac{5}{3}} \) and gives an impedance ratio of 2.4694. However, an 11-winding TLT is extraordinarily complex and parasitic effects are an issue. There are two candidate TLTs with relatively low order from which the ratio may be obtained by “tapping”. It is possible to obtain an impedance ratio of 2.25 (voltage ratio of 1:3/2) transforming 50 \( \Omega \) to 112.5 \( \Omega \). This can be implemented with a bootstrap/Ruthroff approach. It is also possible to obtain a ratio of 2.778 (voltage ratio of 1:5/3) transforming 50 \( \Omega \) to 138.89 \( \Omega \). The SWR in both cases is approximately 1.11:1 which, of course, is quite good from the standpoint of power transfer. However, it is not always acceptable when longitudinal field uniformity in the TEM device is considered. Tapping either design should reduce this SWR to a lower value, although with some reduction in bandwidth. The tapped 50 \( \Omega \) : 138.9 \( \Omega \) bootstrap unun is shown in Fig. 1. At one, the other, or both of the points marked “X” in the fifth/top winding, the conductor must be open circuited. Thus, there are three possibilities. If the transformer operates as a conventional magnetically-coupled (exclusively) transformer, all three approaches give fairly similar performance. However, this is not true for the TLT. Moreover, the tapped 1:3/2 and the tapped 1:5/3 turns-ratio TLTs do not provide identical responses and thus there are six possibilities. This will be shown in detail. The tapped TLT is examined here using coupled transmission line analysis as well as full-wave FEM analysis. One of the six approaches is shown to be clearly superior. Unun TLTs for use with a TEM transmission line intended for ISO-11451-2 and SAE J551/11 will be fabricated and characterized with the TEM structure.
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Abstract - This paper discusses an innovative way to look at the Electromagnetic susceptibility problem in complex systems. The approach is statistical in nature, and leverage on existing Machine Learning architectures to tackle a practical question: which system is potentially vulnerable to what waveform and to which extent. Furthermore, this work examines the figures of merit of using data-driven approaches to bridge the gap between physics-driven approaches and the complexity of real-life scenarios.

Keywords – Electromagnetic susceptibility, system, Machine Learning.

I. INTRODUCTION
Intentional Electromagnetic Interference (IEMI), has received a great deal of attention throughout the years, due to the consequences of successful EM attacks; a plethora of theory and techniques exists, to analyze and predict the response of systems and sub-systems, see [1] and references within for an excellent overview. In general, the analysis is performed using a mix of modeling techniques, including experiments. To this end, a well-accepted framework is Electromagnetic Topology (EMT) [2], introduced by Baum to approximate the EM behavior of a system. A probabilistic risk analysis for systems was discussed in [3]; moreover, the feasibility of such detailed methodology remains challenging in practical cases.

In this contribution we discuss the combination of the EMT philosophy together with a systematic characterization of waveforms as given in [4]. Moreover, Machine Learning (ML) architectures are leveraged in order to provide non-intuitive solutions the EM susceptibility problem.

II. HIGH LEVEL ELECTROMAGNETIC SUSCEPTIBILITY:
One of the main goals of EM susceptibility studies is to understand whether or not a system is vulnerable in an IEMI environment, e.g. what are the chances that the system will fail (functional damage or operational upset). The end goal is decomposed in a hierarchy, thus adding more specific requirements with each level’s depth, as shown in Fig. 1:

Figure 1. Decomposition of the high level question "How susceptible is system A to source B".

A possible (but fairly typical) workflow in order to determine the susceptibility of a system is shown in Fig. 1. The high level electromagnetic susceptibility (HLEMs) idea is then to merge systematic knowledge of waveforms (e.g. [4]) and systems (i.e. EMT [2]), existing modeling capabilities and a priori data of the system’s response, in order to build an incremental ML system (thus improving as more data becomes available), that is able to produce a level of susceptibility (e.g. high, intermediate or low) given system’s and source’s features [5], as shown in Fig. 2:

Figure 2. Schematic of the HLEMs framework.

REFERENCES
Estimating Radiation from Pulsed Power Sources

R. Kooij(1), M.A. Echeverri Bautista(1), A.P.M. Zwamborn(2)
(1) TNO, Electromagnetic Signatures & Propagation Dept.
(2) TNO, Electronic Warfare Dept.
The Hague, The Netherlands.
roeland.kooij@tno.nl

Abstract – In this paper the radiated electric field by a spark gap switched dipole antenna is estimated. These back-of-the-envelope estimations are very useful for High Power Electromagnetic (HPEM) and Electromagnetic Pulsed power (EMP) measuring campaigns, where an initial assessment of the expected peak levels of radiated fields are required. The calculations are compared with full-wave simulations and different metrics for the evaluation of analytic approximations will be discussed.
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I. INTRODUCTION
With a growing demand for HPEM technology, such as for the use in Directed Energy Weapons (DEW), validation via measurements proceeds at a fast pace. Whether it is for studying the development of or protection against HPEM/EMP sources, in all cases it is important to safely measure EM fields. HPEM/EMP can cause damage to electronic equipment, including measurement equipment such as oscilloscopes and spectrum analyzers. In this contribution, an estimation method is evaluated for radiated field strengths by a spark gap switched dipole antenna [1]. This type of radiator is simple in design and can easily be used to verify a measurement setup for HPEM/EMP measurements.

II. ANALYTICAL MODEL
This work estimates the radiated field by a spark gap switched dipole antenna, shown in Fig. 1. First the antenna input signal is estimated based on IEC 62000-4-2 stating the rise time of Electrostatic Discharge (ESD) to be 0.8 ns. The spark gap of the antenna is 2 mm. Using the breakdown voltage of air, the signal is estimated as a double exponential pulse with a rise time of 0.8 ns, fall time of 3 ns and peak voltage of 6 kV. Making use of Ohm’s law, the radiated electric far-field of a half-wave wire dipole is given in (1).

\[ |E_\theta| = \frac{60 \cdot v_0 \cdot \cos \left( \frac{\theta \cdot \cos \theta}{r} \right)}{r \cdot \sin \theta} = \frac{60 \cdot v_0 \cdot \cos \left( \frac{\theta \cdot \cos \theta}{73.1} \right)}{r \cdot \sin \theta} \]

(1)

Additionally, the radiated electric field is related to the input voltage as a constant by using the Figure of Merit, see (2).

\[ FoM = \frac{E_p \cdot r}{V_{in}} \]

(2)

At 2m distance this results in a peak electric field of 2.46 kV/m, hence the FoM = 0.82 which is comparable to other HPEM radiators listed in [2].

III. CST SIMULATION
The antenna in Fig. 1 was modelled in CST and simulated by applying the aforementioned double exponential pulse. An E-field probe at 2m distance broadside to the antenna calculated the field given in Fig. 2. The E-field peaks at 650 V/m, resulting in a FoM of 0.22, which is 26% or about -6 dB of the analytical value given previously.

Figure 2. Simulated field at 2m distance from the antenna.
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Abstract—In the previous simulation studies [1], it is shown that the efficiency of the relativistic magnetron (RM) is higher when the radius of the input coaxial line that connects to the slow-wave structure is smaller. This study shows that it is due to the introduction of anode walls at the upstream boundary when using a smaller input coaxial line. To verify this effect, the RM is simulated with a larger input coaxial line and anode walls are added using a funnel-shaped structure at the junction between the coaxial line and slow-wave structure.
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I. INTRODUCTION
The relativistic magnetron (RM) is a GW-class high power microwave source [2]. Using cold-cathode technology, emitted electrons interact with electromagnetic modes in a six-cavity slow-wave structure to generate microwaves. The microwaves propagate through the diffraction output in Fig. 1 (right). By having a diffraction output with two small and four large cavities, the π-mode is converted into a TE11-mode [1], [3]. In this study, particle-in-cell simulations are performed to study the junction between the coaxial line and slow-wave structure cavities. Upstream cavity walls are introduced using the funnel-shaped structure shown in Fig. 1 (left). The results are compared to a case where the funnel-shaped structure is tapered in alignment with the slow-wave structure cavities, thus removing the walls.

II. SIMULATION RESULTS
The simulated RM has axial magnetic field strengths of 0.26 T and 0.32 T, and voltages swept from 185 kV to 370 kV. Fig. 2 shows that when the walls are present, the efficiency is higher and can exceed 40% within certain voltage intervals. The peak output power at the highest efficiency when B = 0.32 T is 650 MW. The lower voltage limits are close to the Buneman-Hartree thresholds of 200 kV (at 0.26 T) and 254 kV (at 0.32 T) and the upper limits are well below the Hull cutoffs. The results show that when the funnel-shaped structure is applied, the efficiencies are similar to that of a small coaxial line in reference [1].

In conclusion, the main benefit of adding upstream cavity walls is maintaining a larger coaxial line (which has lower electric field strengths for a given voltage), while obtaining high efficiency.
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Abstract—The Direct Current Mode Stirred (DCMS) method is an innovative testing approach for replacing Radiated Susceptibility (RS) testing, that combines the benefits of Direct Current Injection (DCI), applied to test objects’ surfaces, with those of a Reverberation Chamber (RC). The motivation behind this is to develop an efficient and cost-effective solution for high power electromagnetic RS tests. The proposed method has now already been applied to two different Equipment under Test (EUT) configurations with different lengths and diameters. The results show, that DCMS is highly efficient and generates comparable EMC effects. Additionally, a first attempt at formulating a Conversion Factor (CF) theorem, by the use of the antenna theory of equivalent surfaces, is presented. This promising CF shall convert the injected power in W of DCI into an equivalent external electrical field strength in V/m.

I. INTRODUCTION

The fundamentals of DCMS were already presented in [1]. Meanwhile DCMS has been tested with different EUTs, the GENEC (small generic missile) with a total length of 1.1 m and the GENEC XL (large generic missile) with a total length of 3.8 m. Results of DCMS with the GENEC have been published at EMC Europe 2023 in Krakow. The larger EUT, GENEC XL, has now also been integrated and tested with DCI, RC and a Semi Anechoic Chamber (SAC). The large amount of measurement data, gathered from both configurations, allowed for a deeper analysis and the introduction of a new Correction Factor (CF) theorem. This CF is not empirically based on measurement comparisons anymore, but on antenna theory of equivalent surfaces with injected power and includes mainly the geometrical dimensions of the EUT. This allows now, for the first time, to convert DCI susceptibility tests into RS tests by an equivalent antenna theory.

II. CORRECTION FACTOR

In [2] a CF was already introduced, but only calculated by comparison of the different measurement results. Nevertheless, the definition is still valid as:

\[ k = \frac{E_{equ}}{\sqrt{P_{\text{inj}}}} \text{ in } \frac{V}{m} \]  

(1)

In antenna theory the power density of an antenna radiation is defined by the equivalent surface \( A \) in m\(^2\) and the injected Power \( P \) in W by the formula:

\[ S = \frac{P}{A} = \frac{P_{\text{inj}}}{A_{\text{EUT}}} \]  

(2)

The equivalent surface \( A \) can be interpreted for DCI as the surface \( A_{\text{EUT}} \), which results in a power density \( S \) in W/m\(^2\). Applying the general definition of power density and electrical field strength to (2) results in:

\[ E_{\text{equ}} = \sqrt{S_{\text{EUT}} \cdot Z_0} = \frac{P_{\text{inj}}}{\sqrt{A_{\text{EUT}}}} \cdot Z_0 \]  

(3)

Now inserting (3) in (1) leads to the CF:

\[ k = \frac{Z_0}{\sqrt{A_{\text{EUT}}}} \]  

(4)

This CF is only dependent on the surface of the EUT, as the injected power is distributed over it. In future work the following restrictions have to be taken into account when applying (4) and corrections maybe necessary:

- During RC or SAC testing, when the EUT is in resonance, it may not have the same \( A_{\text{EUT}} \) as during DCI, due to different current nodes and bellies. \( A_{\text{EUT}} \) is therefore smaller for RC or SAC testing.
- The limited adaptation of the open coaxial return line to 50 Ω with minimum reflection levels \( S_{11} \) of 2-3 dB can cause standing waves which change \( A_{\text{EUT}} \).
- The EUT in free space has different Eigenmodes than the EUT in the open coaxial return DCI system.

III. CONCLUSION

The CF from section II was applied to the measurement data from GENEC. The results appear promising and are briefly discussed below.

Figure 1 shows the incoupling current into a wire loop of a sensor in the GENEC in mA versus frequency in MHz. They show a very good agreement of CF converted DCI and RC, SAC results, just at 700 MHz a peak is missing, but this was a ground reflection in the SAC and will be repeated. Also in the areas of 350 MHz the CF converted levels seem to be lower.
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Abstract — The Direct Current Mode Stirred (DCMS) test method is a combination of Direct Current Injection (DCI) with the resonant properties of a Reverberation Chamber (RC) to fulfill the high-level field requirements from 10 kHz - 18 GHz according to EMC standards. A series of measurements at various RC test sites is being undertaken to formulate a conversion theorem between injected power and equivalent external field strength, facilitating the establishment of DCMS as a standardized EMC test method in the future. This measurement campaign is supported by numerical simulations, which are the focus of this paper.
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I. INTRODUCTION

The computational electromagnetic (CEM) models used for this study were already introduced in [1] and [2], the measurement results are available from [3]. The core objective of this research is to compare the CEM simulation outcomes across the different operational modes, namely DCI, DCMS and RC operation, for a common cylindrical Equipment under Test (EUT), which is placed in an Open Coaxial Return Rig (OCRR). This comparison is achieved by analyzing the induced current into an electro-explosive device (EED), which serves as an indicator of potential interference effects on sensitive components. Furthermore, the evaluation extends to estimating the electric field strength within the EUT. These CEM simulations were conducted using three RC configurations, hereinafter named after the place where they are operated (Greding, Magdeburg, Linköping) and are compared to CEM simulations in free space.

II. SIMULATION RESULTS

Figure 1 depicts the simulation results for the maximum induced EED current for DCI, DCMS and RC operation. The current is normalized to $\sqrt{1\ W}$ forward power, fed into the OCRR, for DCI/DCMS operation, whereas the RC result has been normalized to $\sqrt{4.2\ W}$ forward power, injected into the chamber’s field generating antenna, for direct comparison. This clearly emphasizes the promising efficiency of the DCI/DCMS method, compared to traditional RC operation. An excellent agreement of the CEM simulation results between all DCMS, free space and DCI results can be observed. Since DCI and DCMS directly apply the interfering current directly onto the EUT, they require it to be placed in a return rig to match the generators wave impedance. During RC operation however, the OCRR is removed from the test setup. This change in boundary conditions is reflected in slightly shifted resonance frequencies, compared to DCI and DCMS excitation.

III. CONCLUSION

The findings from this study verified the CEM numerical models of different RC environments for the presented operation modes and serve as a baseline for CEM simulations with different EUTs in the future. Appreciation goes to the German Customer WTD81 Greding GF410, who enabled this project as a Technology Demonstration.
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Abstract—While simple mathematical models are available for reflector Impulse Radiating Antennas (IRAs), they have not yet been cast into the form of the recently derived antenna equation. Doing so proves instructive, as it reveals properties that were previously obscured. We provide here simple mathematical models of 2-arm and 4-arm reflector IRAs, with feed arms positioned either vertically, or at ±45° to vertical. We cast these models into the form of the antenna equation, and we provide for each antenna its boresight impulse response, transfer function, and realized gain. To our surprise, the mid-band estimates for all these quantities are the same for both configurations. We provide an explanation for why that is a reasonable result. We also find that both 2-arm and 4-arm designs have an aperture efficiency of 30% for the typical values of input impedance of 400 Ω and 200 Ω, respectively.

Keywords—Impulse Radiating Antenna (IRA); antenna impulse response; antenna transfer function; realized gain.

I. INTRODUCTION

We provide here a simple estimate of fields and gain for a 2-arm IRA and a 4-arm IRA. In the case of a 4-arm feed, the feed arms are positioned orthogonally to each other at ±45° to vertical. The input impedance of the 2-arm IRA is nominally 400 Ω, and that of the 4-arm IRA is 200 Ω. Figure 1 shows the two configurations. We use these models to provide antenna impulse response, antenna transfer function, and realized gain. This paper is based on the results in [1]. We use [2] to calculate the antenna impulse response, antenna transfer function, and realized gain.

In practice, one generally uses a 4-arm configuration. However, it is useful to calculate both the 2-arm and 4-arm cases, as they provide a consistency check on the validity of both calculations.

II. DISCUSSION

At first, it seemed surprising that the 2-arm configuration provides roughly the same mid-band performance on boresight as the 4-arm configuration. Two questions immediately arise. 1) Is that a reasonable result? and 2) Why would one bother adding the second pair of arms if one gets the same result?

We start with the first question, concerning the reasonableness of the result. To demonstrate this, a bit of math is necessary, which will be provided in our presentation.

We next address the second question, the usefulness of the second pair of feed arms. We note three items. First, the impedance of sources tends to be lower than the impedance of antennas. Anything one can do to lower the antenna input impedance makes it easier to match the antenna impedance to the source impedance. Second, the radiated fields for a 2-arm configuration have a fan-shaped beam, wider in the H-plane and narrower in the E-plane. The beam shape for a 4-arm configuration is much closer to equal in the E- and H-planes. One normally prefers to have equal beamwidths in the E- and H-planes. Third, a common balun configuration is available at low power to match a 50-ohm feed to a 200-ohm antenna; no such balun is available for a 400-ohm antenna. For the above three reasons, 200-ohm antennas with four arms will continue to be popular.

III. CONCLUSION

We provide here simple calculations showing that the boresight performance of classical 2-arm and 4-arm reflector IRAs is approximately the same at mid-band and on boresight. An explanation for why that is reasonable is also provided. Both designs have an aperture efficiency of 30% for the typical values of input impedance of 400 Ω and 200 Ω, respectively.
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Abstract — In this study, a lossy material such as a composite absorber is used to improve the shielding property of the metallic enclosure with an aperture. The composite absorber placed inside the enclosure serves to reduce the leakage field through an aperture and reduce standing waves inside the enclosure, thereby increasing the shielding effectiveness. The proposed method is verified by 3D numerical analysis.

Keywords - Shielding effectiveness, Metallic enclosure, Absorber, Aperture, Numerical Analysis

I. Introduction

Generally, metallic enclosures have been well known as a protection method used to electromagnetically shield and mechanically defend interior critical devices and components from external electromagnetic fields. However, practical considerations, such as air ventilation, power and signal cabling, and operator access, result in the presence of apertures or slots in the walls of the conductive enclosure. These apertures can compromise the shielding properties of the enclosure and negatively impact its ability to protect against external electromagnetic fields. To minimize this adverse effect, the design of shielding enclosures with apertures must consider the electromagnetic coupling mechanism through these apertures.\(^{(1)}\)\(^{(3)}\)

The shielding performance of the conductive enclosures is determined by three elements as shown in Eq. (1). Shielding by reflection (R), absorption (A), and multiple reflections (B) is the effect of the material itself, and shielding by leakage and resonance is the effect of the structure.\(^{(1)}\)\(^{(3)}\)

\[
SE = (A+R+B) - \text{Leakage Effect-Standing-wave Effect} \quad (1)
\]

This study proposes that a composite absorber be intentionally placed on an aperture side within enclosure to enhance its shielding property. The proposed structures for improving the SE of an enclosure with apertures is analyzed and verified by numerical analysis.

II. Propose Structure with Composite Absorber

A structure for analyzing the shielding properties of the enclosure with a composite absorber is shown in Fig. 1. The size of the shielding enclosure made of 3 mm thick PEC is 0.6 m × 0.5 m × 0.8 m. An aperture (100 mm × 10 mm) is placed vertically in the center of the enclosure’s front panel. As an incident field for calculating the electric field within the enclosure with aperture, the plane wave is used with an electric field of horizontal polarization perpendicular to the aperture direction and traveling in the direction of the enclosure. The electric field was calculated in the frequency band of 1 MHz to 3 GHz at the center of the enclosure.

In this study, the 2 layer-typed absorber made with dielectric and magnetic absorbers is used. A dielectric absorber is the Eccosorb LS 26, and a magnetic one is FSA300 series, which is made by Laird\(^{(1)}\) and provided the material data by CST Studio.\(^{(5)}\)

III. Simulation Results

Fig. 2 shows the simulated results of SE according to the type of a composite absorber. Two different absorbers (LF26 + FSA300, FSA300 + LF26) with total 20 mm thickness were used. The effect of two absorbers on SE is similar, and SE is calculated to be more than 40 dB in the entire frequency band. The higher the absorption performance of the absorber, the higher the SE, and the higher the frequency, the higher the SE.

IV. Conclusion

In this study, in order to improve the shielding property of metallic enclosures with apertures, the use of a composite absorber on the side with the aperture within an enclosure has been proposed and validated through numerical simulations.
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Abstract — This paper presents a novel method in statistical electromagnetics for studying high-frequency coupling on wires installed in complex electronic enclosures. Our study involves the integration of two distinct types of statistical surrogate models: parameterized models, which are based on predefined parameter spaces for internal wire/cable components, and physics-oriented statistical models, which leverage statistical representations of cavity eigenfunctions and eigenvalues. The fusion of parameterized and physics-oriented statistical surrogate models results in a comprehensive and versatile statistical analysis framework, addressing the complex details and variability present in real-world electronic systems.

Keywords - Gaussian process, principal component analysis, statistical analysis, stochastic Green’s function

I. INTRODUCTION
Recognized by many scientists and engineers in our research community, understanding the EM coupling to wires and cables in complex EM environments poses a challenging task. The problem often involves various aspects of uncertainties. In many instances, precise interior information (wire/cable location and routing, length and radius of the wire, load impedances at the termination, etc.) may be lacking. On the other hand, the high-frequency EM fields inside electronic enclosures are highly sensitive to the exact geometry of the enclosure, the location of internal sensors and electronics, and the operating frequency. Our research objective is to develop a comprehensive stochastic modeling framework for the uncertainty quantification (UQ) of the field-to-wire coupling, considering both component-level and environmental uncertainties. Addressing this challenging high-dimensional UQ problem involves integrating two distinct yet complementary approaches for developing statistical surrogate models: parameterized models tailored to internal wire and cable components, and physics-oriented statistical models accounting for complex cavity environments. An overview of the proposed work and numerical ingredients is given in Fig. 1.

II. METHODOLOGY
In addressing cavity interior uncertainties, we utilize the stochastic Green’s function [1] for modeling EM wave physics inside electronic enclosures without delving into complex details of the interior structures. The SGF acts as a physics-oriented, statistical surrogate model for the vector wave equation in large, complex enclosures, based on a statistical representation of the cavity eigenfunctions and eigenvalues through random wave model (RWM) and random matrix theory (RMT).

The component-level uncertainties involve wire parameters such as length, radius, transmission line parameters, and load impedances at the terminals. While we may know the range of these parameters, their exact values remain unknown. A Gaussian process modeling method [2] is employed to predict these component-level uncertainties.

The fusion of parameterized and physics-oriented statistical surrogate models enables the prediction of EM coupling to stochastically defined conducting wires within a statistical cavity environment. To enhance computational efficiency, we propose the use of Principal Component Analysis (PCA) transformation to compress data from an ensemble of cavity configurations, allowing GP modeling of input-output relationships on reduced subsets of cavity environments. The proposed work has been validated numerically, including the commercial software and traditional Monte Carlo simulation.
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Abstract—When the magnetron operates, the cathode appears to expand due to the electron layer surrounding it. When the cathode expands, the cutoff frequency of the magnetron operating mode decreases. To demonstrate this, we conducted a simulation, where the cutoff frequency of the mode was around 2.526 GHz, and the operating frequency was 2.496 GHz. The operating frequency of the mode cannot be lower than the cutoff frequency. This indicates that when the magnetron operates, the cathode radius expands, resulting in a decrease in the cutoff frequency. When the cathode radius is expanded from 1.0 cm to 1.5 cm, for the first time, the cutoff frequency becomes lower than the operating frequency. This indicates the minimum size at which the cathode can be expanded.

Keywords—magnetron; interaction region; admittance; electron charge density; cathode expansion.

I. INTRODUCTION

One of the high-power oscillators, the magnetron, consists of a cathode and an anode. Electrons in the magnetron undergo trajectory motion within the interaction region between the cathode and anode due to Lorentz force. These trajectories of electrons form an electron layer around the cathode, which electrically enlarges the cathode radius compared to its actual size. This paper investigates the effect of cathode radius expansion on magnetron performance and the minimum size at which the cathode can be expanded.

II. CHANGE IN CUTOFF FREQUENCY AS FUNCTION OF THE CATHODE RADIUS

A. Admittance of Cavity and Interaction Region

The cutoff frequency of the mode formed in the magnetron can be determined by the following equation [1].

\[ Y_{\text{cav}}(f) = Y_{\text{coax}}(f). \]  

(1)

Here, \( Y_{\text{cav}} \) means the admittance of cavity, and \( Y_{\text{coax}} \) means the admittance of interaction region formed in a specific mode. And the cutoff frequency is the point where the two-admittance values match. The cutoff frequency \( f_c \) is influenced by the radius of cathode, and as the cathode increases in size, \( f_c \) decreases. Fig 1. shows \( f_c \) as a function of cathode size, and \( r_c \) represents cathode radius.

B. Cathode expansion due to magnetron operating

When magnetron operates, the cathode radius appears to expand due to the electron layer around it. Fig. 2 shows the expansion effect of cathode radius. Left figure’s red line graph means magnetron’s operating frequency of 2.496 GHz, and in the same mode, the \( f_c \) is 2.52585 GHz. Since the operating frequency is lower than \( f_c \), it can be inferred that the cathode has expanded. The right figure represents \( f_c \) of magnetron where \( r_c \) is expanded from 1.0 cm to 1.5 cm in the same mode. As the cathode has increased in size, \( f_c \) has decreased to 2.4924 GHz. This value is smaller than the operating frequency of the magnetron, indicating the minimum size at which the cathode can be expanded.

Figure 1. Change of cutoff frequency as cathode size.

Figure 2. Expansion effect of cathode due to magnetron operating.
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Abstract—Coherent, distributed High Power Radio Frequency (HP RF) transmissions are being developed and used for an increasing number of applications. This paper presents pros and cons of using coherent, distributed transmissions, focusing on safety related to electromagnetic fields (EMF). The types of HP RF hazard to consider are presented with reference to electric field limits. A comparison is drawn between monolithic systems and distributed systems providing the same power, highlighting the difference in coverage areas and field levels off target.
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I. INTRODUCTION

High Power Radio Frequency (HP RF) transmissions are being developed and used for a number of applications, including: wireless power transfer, radio frequency directed energy (RF DE) systems, and satellite communications. As processing power and the availability of control systems increases over time, the option of using coherent, distributed transmissions has become more attractive. This paper presents pros and cons of using coherent distributed transmissions for HP RF applications, with a particular focus on safety related to electromagnetic fields (EMF).

II. EMF SAFETY

A. EMF Hazards to Consider

The primary EMF hazards to consider when assessing the safety of outdoor transmissions include:

- Humans
  - Control of Electromagnetic Fields at Work Regulations (UK legislation) [1]
- Safety Critical Electronics
  - Residential electronics and light industrial [4]
  - High Intensity Radiated Fields (HIRF) Environments [5]
- Flammable Atmospheres [6]
- Electro-explosive Devices (EEDs) [7]
- Interference to Radio Equipment (OfCom) [8]

B. Safety Calculations

The majority of standards present peak field limits, but safety aspects for humans are primarily concerned with average power. Consequently, if the signal being assessed is pulsed or heavily modulated, time averaging should be considered, as directed by the respective standard. This includes consideration of operational duty cycle, in addition to the signal or intra-burst duty cycle.

III. COMPARISON OF TRANSMISSIONS

A monolithic system risks transmissions straying into areas where EMF should be excluded, particularly if the system is isotropic or steerable over a range of angles. Distributed transmitters operating at lower power may be able to provide coverage over the required area whilst limiting fields away from exclusion zones (Figure 1).

Figure 1. Power Coverage Control

The fields from monolithic systems may stray beyond the target in order to deliver enough power. A distributed system of lower power transmitters could deliver the same power to the target in a focused approach, meaning the EMF would dissipate at a faster rate beyond the target (Figure 2). The propagation of EMF relates directly to the assessments against the different RF hazards presented in Section IIA.

Figure 2. Power Dissipation Comparison
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Abstract—Coherent, distributed wireless power transfer allows for energy to be delivered to a system in an efficient manner over a wide area. Most techniques rely upon either a steering signal (pilot beam) or feedback from the receiver. This paper presents a technique that has been developed for when the receiver is non-communicative, named Phase Alignment of Coded Echoes (PACE). The technique has been mathematically modelled and laboratory testing has been planned, which will use a bespoke test rig.

Keywords-component: Distributed Wireless Power Transfer, Coherent Combination, Non-communicative Receiver, Phase Alignment of Coded Echoes (PACE).

I. INTRODUCTION

A number of Distributed Wireless Power Transfer techniques have been demonstrated but usually rely upon either a steering signal (pilot beam) [1-4] or information feedback [5-9]. Other techniques, such as energy harvesting, do not create coherent combination of the distributed signals at the receiver [10-12]. This paper presents a technique for coherent, distributed wireless power transfer to a non-communicative receiver. The technique may be useful when the receiver does not have a transmission system, or does not have enough power to transmit.

II. PACE Technique Overview

Phase Alignment of Coded Echoes (PACE) aims to synchronize the signals from distributed power beacons in parallel at the point of the power receiver. This is achieved by each power beacon transmitting a carrier signal at the same frequency toward the power receiver. Each power beacon periodically modulates its signal using binary phase shift keying (BPSK) with a unique code, before resuming clear unmodulated transmission for maximum power transfer. The passive reflections from the power receiver are detected by each power beacon. Each power beacon picks out its own code from the reflected signals, along with that of the lead power beacon. The relative difference in time of arrival of the respective power beacons code with that of the lead beacon is then set as a phase offset for the respective power beacons. Subsequently, the modulated part of the signals from each power beacon should arrive at the same time at the receiver. If the phase of the carrier is tied to the modulation phase, this should synchronize the power beacons signals at the point of the power receiver.

III. VALIDATION

The technique has been validated through mathematical modelling using Matlab, see Figure 1. Region A shows the signals from the different power beacons arriving at the receiver. Region B is the period when the power beacons are adjusting the phases of their respective signals. Regions marked C illustrate coherent power transfer. Regions marked D illustrate repetitions of the modulated signals, retransmitted to maintain synchronization of the power beacons.

Figure 1. Mathematical Modelling of the PACE Technique

Figure 2 shows a test rig that has been developed for testing distributed wireless power transfer techniques using multiple power beacons. The rig makes use of multiple software defined radios, and uses a bespoke power receiver including rectenna circuits described in reference [13].

Figure 2. Laboratory Test Rig Setup

REFERENCES


Refining Stochastic Green’s Function with Short-Orbit Contributions

Sangrui Luo, Zhen Peng
Department of Electrical and Computer Engineering
University of Illinois Urbana-Champaign
Urbana, Illinois, USA
e-mail: sangrui2, zpeng@illinois.edu

Abstract—This paper introduces a novel physics-oriented predictive model that combines stochastic and deterministic elements to analyze the electromagnetic (EM) coupling to complex cavities via openings. The key ingredient is an augmented stochastic Green’s function (SGF) method, which elegantly incorporates short-orbit contributions into the cavity eigenfunction approximation. This enhancement notably improves the accuracy of statistical predictions for wideband EM coupling analysis.
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I. METHODOLOGY

There has been a strong interest in the study of high-frequency wave physics in confined EM environments. Given the sensitivity of wave solutions to cavity details, it is crucial to develop statistical models accounting for the variations in field responses. Among related works in the literature, a stochastic Green’s function (SGF) approach was introduced in [1] as an effective statistical solution to the wave equation in large, complex enclosures. Consider the 2nd order vector wave equation in a metallic cavity of volume V and cavity quality factor Q, the electric dyadic SGF is constructed from the eigenfunction expansion:

\[
\mathbf{G}_S(r, r'; k) = \sum_m \left( \frac{\psi_m(r) \otimes \psi_m(r')}{{k}_m^2 - {k}^2 - j \frac{Q}{m}} \right)
\]

where \( \otimes \) indicates an outer product between two vectors. The \( \psi_m \) and \( {k}_m \) are cavity eigenfunctions and eigenvalues, derived from Berry’s random wave model (RWM), considering orientations of polarization, and Wigner’s random matrix theory (RMT), respectively.

It is noted that in the derivation of the SGF method, cavity eigenfunctions are locally modeled as an isotropic, random superposition of plane waves. The details of the geometry that affect the system-specific behavior (e.g., short-orbits) are dropped from the description. In this paper, we introduce a novel ray-sensing process to refine the RWM approximation of cavity eigenfunction. For illustration, we consider a scenario where a pair of source point \( r' \) and receiving point \( r \), are located near the cavity wall with surface normal \( n \). To incorporate the direct bounce orbit contribution, the eigenfunction is adjusted as:

\[
\psi_m(r) = \bar{\psi}_m(r) - \bar{\psi}_m(r_1) + 2\bar{n} \cdot \bar{\psi}_m(r_1)
\]

where \( r_1 \) denotes the image position of \( r \) and \( \bar{\psi}_m \) is the normalized isotropic RWM without cavity boundary. A similar modification is derived for the eigenfunction \( \bar{\psi}_m(r') \).

II. NUMERICAL EXPERIMENT

The geometry of the test enclosure is given in Fig. 1. The mode stirrer is rotated through 12 positions over 360° in the full-wave simulation. The incident wave vector is \( (0, 0, -1) \), and the E-field is along the x direction. The spatial-averaged electric field intensity, \( |E| \), is calculated for each stirrer state from 0.5 to 2 GHz. The statistical prediction using the proposed work is also provided in Fig. 1. It’s worth noting that the predictive model only uses the apertures and cavity boundary information, whereas the details of the mode stirrer are not required. As seen in the comparison, the predictive results accurately capture the frequency-dependent variation in the E-field amplitude.
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Abstract—Protection against electromagnetic weapons, such as HPM, requires a thorough analysis of the electromagnetic properties of the outer hull of the system. Apertures should be handled with care, and are to be kept small to prevent unwanted waves from penetrating the hull. However, this is not sufficient. Even when an aperture is electrically very small (ℓ << λ), significant propagation is still possible when the volume behind the pinhole acts as an electromagnetic cavity resonator. Improvements of up to (λ/ℓ)^6 compared to the non-resonant case can be achieved. This can have adverse consequences on the shielding effectiveness of the hull, and thus on the operation of the system. We present a model to predict the propagation through a resonator coupled pinhole.
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I. INTRODUCTION

In the design of hulls of platforms like vehicles and ships, electromagnetic (EM) shielding is an important aspect. This protects the systems inside from possible hostile EM radiation outside, for example caused by a high power microwave (HPM) weapon. It might be assumed that small apertures, such as pinholes, are considered safe, as they are usually ill transmitters. However, when the aperture is connected to a resonator, the transmission can increase significantly at certain frequencies [1].

II. SIMULATION RESULTS

Simulations were performed on a 100×100 (h×Ø) mm cylindrical PEC cavity resonator, with a Ø 2 mm aperture, of which the natural TE111 resonance frequency f_res is 2.30952 GHz. The incident plane wave is 1 V/m, at a slight angle to ensure all modes are energized.

Fig. 1 shows the E-field inside the cavity at f_res, Fig. 2 shows them 10 MHz (0.431 %) off resonance. The field strength in the center of the cavity is given in Table 1. It can be seen that, at f_res, the field is significant. Furthermore, at an off-resonance frequency, the pinhole transmits hardly any energy, as expected. Just a few MHz off-resonance is sufficient to influence the transmission with tens of dBs. This effect might be detrimental to the system performance, and can be easily overlooked in both the design and testing phases.

TABLE I. FIELD STRENGTH IN CENTER OF CAVITY RESONATOR AT VARIOUS FREQUENCIES

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Max E-field</th>
<th>Δf</th>
<th>Δfield</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.30952 GHz</td>
<td>-18.1 dBV/m</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2.31102 GHz</td>
<td>-33.7 dBV/m</td>
<td>500 kHz</td>
<td>0.022 %</td>
</tr>
<tr>
<td>2.31052 GHz</td>
<td>-39.1 dBV/m</td>
<td>1 MHz</td>
<td>0.043 %</td>
</tr>
<tr>
<td>2.31252 GHz</td>
<td>-48.3 dBV/m</td>
<td>3 MHz</td>
<td>0.130 %</td>
</tr>
<tr>
<td>2.31952 GHz</td>
<td>-58.5 dBV/m</td>
<td>10 MHz</td>
<td>0.431 %</td>
</tr>
<tr>
<td>2.33952 GHz</td>
<td>-67.9 dBV/m</td>
<td>30 MHz</td>
<td>1.282 %</td>
</tr>
</tbody>
</table>
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**Design of a HEMP Protection Power Filter**

**To Meet MIL-STD-188-125-1A**
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**Abstract**—This paper discusses the criteria associated with the design of a power filter that can meet the new requirements of the revised standard MIL-STD-188-125-1A. The details of the new revised standard are ITAR controlled. However, this paper discusses what changes are needed on power filters in order to meet the new standard. We begin with the typical design considerations such as ratings, insertion loss and level of performance needed. The input circuitry of a HEMP power filter is of special consideration as this is what is called an ESA/Filter combination. We begin by discussing the type of filters and ESA circuit design considerations, selection of components, testing for E1, E2, and discuss further design considerations to meet the new standard.

I. THE HEMP FILTER AND ITS DESIGN

A. **The HEMP Power Filter**

In addition to a good protective shield, all conductors coming into the building should contain a combination Filter/ESA (Electronic Surge Arrestor). The ESA of choice is typically an MOV (Metal Oxide Varistor) because of its good combination of reaction time when mounted effectively, and energy handling characteristics. Power filters are composed of LCR elements, and at least in the USA, most filters for this application are Symmetric rather than Asymmetric. This is because a Symmetric filter can remove both CM (Common Mode) and DM (Differential Mode) noise. A typical filter will have an internal inductive input and an externally located ESA (Fig. 1)

![Fig. 1. Typical ESA/Filter combination.](image)

That is because the ESA is meant to be replaced when needed. In this sense, the Filter/ESA can protect in only one direction. Thus, in addition to a good protective shield, all conductors coming into the building should contain a combination Filter/ESA (Electronic Surge Arrestor). This makes the Filter/ESA suitable for use in mitigating both the E1 and E2 pulse effects. Because this electromagnetic event is a pulse, when reaching a conductor it will induce a fast rising current of up to 2500 Amperes as per MIL-STD-188-125. A fast-rising current generates a continued spectrum of frequencies ranging from a few kilohertz up to a few hundred Megahertz depending on the pulse’s rate of rise (Fig.2). Because the MOV is a semiconductor that shunts current to ground, it is also necessary to address the pulse components in the frequency domain by means of a filter that will attenuate frequency components in a specified range. Any power filter design, in addition to providing the HEMP protection required, should also prove to be electrically safe. For this reason, HEMP filters undergo an assortment of tests such as hi-pot, insulation resistance, temperature rise, short circuit current, etc. Because the E2 pulse has a longer duration, the ESA must be selected to withstand the higher levels of energy present in an E2 pulse.

![Fig. 2. E1 HEMP characteristics in the time and frequency domain.](image)

B. **The HEMP Filter Design**

The typical power filter has a 2 or 3 Pi LCR circuit depending upon the type of filter required. In some cases, the filter is required to only perform to 80dB per MIL-STD-188-125-1. However, many applications require TEMPEST protection in addition to HEMP. These filters will require more components.

![Fig. 3. LCR Filter component arrangement.](image)

The selection of components is somewhat of a balancing act. The values of capacitance $C$ must be kept from draining too much reactive current to ground. As the filter amperage rating increases, inductor values of $L$ must decrease. This is to reduce power losses and avoid saturating the inductors—including the input inductor. A saturated inductor offers no performance advantages in terms of pulse and noise attenuation. The size and current rating of the inductors also dictate how big the enclosure housing needs to be to dissipate heat. Filter heat dissipation is typically achieved without the aid of external cooling measures.

C. **Meeting the New MIL-STD-188-125-1A**

In a nutshell, meeting the new standard with a TEMPEST filter means more inductance. Since lower current rated filters do have more inductance, it is possible that they may pass the new standard. But higher current filters with lower inductance will not. There are two approaches to meeting this problem. Either a complete re-design of the filter with higher inductance values, or a coil is added on the front end of existing designs.
Design of a 10 kbps and 128 kbps Data Filter with HEMP Protection
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Abstract—This paper discusses the design criteria associated with the design of passive data filters with protection against a HEMP event. As is well known, in today’s intercommunicated world, much of the electronic communications and controls take place over data wires. These wires can carry data in a myriad of formats and speeds. In this paper we specifically look at a 10kbps and 128kbps filter design with the express purpose of determining the protection performance of both against well-known standards such as MIL-STD-188-125-1. We begin by discussing the nature of the data, the passband needed and the pulse that the data wires need to be protected against. The paper will discuss the circuit design, selection of components, testing for E1, E2, and test results.

I. THE DATA FILTER AND ITS DESIGN

A. The Data Signal
A data signal typically is a square wave. Fourier transformation shows multiple sinewaves (Fig.1). Any complex wave can be broken down into sine waves that when added together give the original complex wave.

Thus, a data filter must be able to pass all the composite sine waves to reproduce at the other end the same square wave without loss of fidelity to the signal, or loss of information as it passes through the filter. When data is seen in the frequency domain, a fundamental (speed of transmission) and harmonics are seen (Fig.2.)

A passive filter would allow multiple harmonics of the fundamental to pass through. It is considered enough to allow up to the 3rd harmonic of the fundamental for data fidelity; however, more is desirable.

B. The HEMP Waveform
The HEMP waveform or pulse shape is given in various well-known standards. This is essentially a double exponential pulse with an established rise time (Fig.3a.)

The composition of a signal like this shows that the pulse’s rise time contributes to a continuous frequency component (Fig.3b). It is accepted that the typical HEMP waveform would generate continuous frequency components from a few kHz to about 300 MHz.

C. Data Filter Design
The typical filter may be designed as a Chebyshev or Butterworth filter with a flat passband (Fig.4).

The selection of components is well known by using tables that can be scaled to accommodate the circuit impedances and number of elements according to the attenuation desired (Fig.5). Circuit impedance must be matched to minimize reflections and loss of signal. The filter should also have an inductive input impedance to work together with an ESA (Electronic Surge Arrester) such as an MOV (Metal Oxide Varistor) or GDT (Gas Discharge Tube) selected to also absorb the energy of an E2 pulse.

D. Data Filter Testing
In addition to the factory testing of a data filter, such as insertion loss and others, any initial design is subjected to E1 and E2 testing. This confirms if the design provides adequate protection by measuring the energy passing to the load. Most of the energy of a HEMP event will be in-band for a data filter. Thus, a 128kbps data filter with a wide passband up to 1 MHz will have trouble mitigating the pulse. The wider passband would typically result in greater power residuals (or transients) appearing in the data line which could still damage the system the filter intended to protect.
Abstract—We have developed a convincing argument that the collective Cherenkov effect in traveling wave tubes (TWTs) is, in fact, a convective instability, that is, amplification. We also recover Pierce’s theory as a high-frequency limit of our generalized Lagrangian theory. Finally, we derive for the first-time expressions identifying low- and high-frequency cutoffs for amplification in TWTs. This research is a promising path for developing very large bandwidth amplifiers.

Keywords – Cherenkov radiation, TWTs, high power microwaves.

I. INTRODUCTION

The collective Cherenkov effect is one of the fundamental mechanisms for stimulated emission of radiation from electron beams propagating in media with slow waves [1–3] such as in a traveling wave tube (TWT) [4]. It is well known that the mechanism of signal amplification in TWTs is based on the Cherenkov radiation effect occurring in dielectric media. Though some features of Cherenkov radiation depend on details of the dielectric environment, there is one feature that stands out as universal. This universal feature is manifested as a higher speed of the electron flow compared to the characteristic velocity in the dielectric medium.

II. CHERENKOV RADIATION

We have developed a convincing argument that the collective Cherenkov effect in TWTs is, in fact, a convective instability, that is, amplification. This argument is based on a first principles Lagrangian field theory, the details of which can be found in [5]. We study then fundamental limitations on the frequency dependence of the amplification in traveling wave tubes (TWTs). We find that there are low- and high-frequency cutoffs for the amplification. These frequency cutoffs depend on the two significant TWT parameters: (i) the ratio \( \chi = \frac{\omega}{\dot{\nu}} \) of the phase velocity of the relevant mode of the slow wave structure (SWS) \( \omega \) to the velocity of the electron flow \( \dot{\nu} \); (ii) a single parameter \( \gamma \) that integrates into it as factors the intensity of the electron flow and the strength of its interaction with SWS. It turns out that \( \gamma = 2\chi C_p^2 \) where \( C_p \) is the Pierce gain parameter. We obtain explicit formulas describing the frequency cutoffs and their dependence on \( \gamma \) and \( \chi \). We also find that the amplification can occur when \( \chi > 1 \) and the TWT operational frequencies in this case are significantly higher compared to the conventional choice \( \chi < 1 \).

III. NEXT STEPS

We are extending this work into a very interesting direction. We are finding that the commonly imposed requirement of needing a “slow wave structure” demanding that the phase velocity of the “cold” waveguide be below the stationary velocity of the electron beam is not necessary for amplification. In fact, the amplification occurs regardless of whether the waveguide is a SWS. The case when the waveguide is not a SWS, in fact, leads to amplification at higher frequencies.
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Protection of High Voltage Power Grids from the High Altitude Electromagnetic Pulse (HEMP)
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Abstract—This paper will review the increase in understanding of the high-altitude electromagnetic pulse (HEMP). There is new information being considered for both the E1 and E3 HEMP waveforms that will impact the protection of the critical infrastructures.

Keywords—High altitude electromagnetic pulse (HEMP), Early-time HEMP (E1), Late-Time HEMP (E3), International Electrotechnical Commission (IEC), HEMP Protection.

I. INTRODUCTION

In 1962 both the United States and the Soviet Union tested nuclear weapons in space to evaluate their impacts on radio communications and the effectiveness of using a nuclear detonation in space to intercept an incoming nuclear warhead, respectively. At that time both countries noted that commercial systems on the earth’s surface under the bursts were affected in unexpected ways, and studies of the high-altitude electromagnetic pulse (HEMP) began.

II. RESULTS FROM THE U.S. EMP COMMISSION

After many years of research and due to the work of the US Congressional EMP Commission [1], more public discussion of the HEMP threat has occurred, and in 2019 a Presidential Executive Order [2] was published to ensure that the U.S. Government took steps to help commercial companies to protect the critical infrastructures from HEMP. These efforts have resulted in the publication of valuable technical reports and guidance for those responsible for protecting the critical infrastructures from loss of operation and damage. In 2021 the U.S. Department of Energy published a series of HEMP waveforms [3] to be used by the power industry and other critical infrastructures to evaluate their susceptibility to the HEMP. It is noted that the U.S. DOE has recommended the use of the IEC 61000-2-9 early- and intermediate-time waveforms and recommended an improved waveform for the late-time HEMP. The U.S. EMP Commission also recommended a new waveform for the late-time HEMP to be used to evaluate the vulnerability of the U.S. power grids [4]. These waveforms will be described so the reader can understand the complexities of the HEMP radiated environments.
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Abstract—This paper describes the updates that are underway in the IEC to improve the HEMP Environment Standard, IEC 61000-2-9. The original document was published in 1996, but improvements in understanding have occurred in the early 2000s due to the work undertaken by the U.S. EMP Commission. The major updates are described in summarized form.

Keywords-High altitude electromagnetic pulse (HEMP), Early-time HEMP (E1), Late-time HEMP (E3), International Electrotechnical Commission (IEC), HEMP radiated fields

I. INTRODUCTION

The original edition of IEC 61000-2-9 (1996) [1] “Description of HEMP environment – Radiated disturbance,” covered all three HEMP regimes, including the early-time, intermediate-time and late-time environments, with worst-case analytic waveforms provided to support protection efforts and testing. Since that time more information has become available mainly through the U.S. EMP Commission. This paper will review the improvements that are currently underway, with a possible publication date of December 2024. Due to the lack of space, each of the improvements will be listed, but the presentation will provide details.

II. E1 HEMP Variability

The first edition of IEC 61000-2-9 provided a single analytic worst-case E1 HEMP waveform. The second edition will provide additional waveforms that vary according to location on the earth, and in addition will show how a worst-case waveform can be constructed.

III. DEVELOPMENT OF A QEXP WAVEFORM

The first edition of IEC 61000-2-9 used the double exponential waveshape to describe the worst-case E1 HEMP waveform. As is well known, the analytic waveform is easy to use, but due to a discontinuous time derivative at t = 0, the waveform contains too much frequency amplitude above 200 MHz. While this point has been understood by most users of the standard, there have been cases where the waveform has been applied incorrectly. The real waveshape should be a quotient of exponentials, which has an exponential rise time and an exponential decay. A recommendation is provided as an option for those who need to deal with the higher frequency content.
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Abstract—Standardization in the field of High Power Electromagnetic (HEPEM), environments, protection design and test methods is becoming increasingly important due to the increased risk to society from HPEM disruption. This paper will provide an overview of some recent developments in HPEM standards produced by the International Electrotechnical Commission (IEC) subcommittee (SC) 77C on High Altitude Electromagnetic Pulse (HEMP) and Intentional Electromagnetic Interference (IEMI) transient phenomena.

Keywords—Electromagnetic Compatibility (EMC), High Power Electromagnetics (HEPEM), High altitude Electromagnetic Pulse (HEMP), Intentional Electromagnetic Interference (IEMI).

I. INTRODUCTION

Standards provide a useful resource for those wishing to provide consistent approaches and solutions to important problems. They are often produced by a committee of recognized experts within niche technical disciplines in response to real or perceived needs by society, government or industry [1]. The IEC-led standardization effort for the HPEM phenomena of HEMP and Intentional Electromagnetic Interference (IEMI) is on-going. This abstract highlights two recent IEC HPEM publications, 61000-5-6 and 61000-2-10. An update to other recent publications, 61000-4-23 and 61000-2-9 will be provided in this presentation.

II. IEC SC 77C STANDARDS

Within the civilian domain arguably the most active and prolific group is the International Electrotechnical Commission (IEC) Subcommittee 77C (IEC SC 77C) though it is noted that the IEEE, ITU–T and CIGRE Study Committee C4 have some activity in the field. IEC Technical Committee 77 (TC 77) is the “parent committee” of SC 77C, and is responsible for the majority of International Electromagnetic Compatibility (EMC) immunity standards. There are 22 published IEC SC 77C documents and these are summarized in Fig. 1. Those standards in black/bold text relate directly to HEMP whereas those in lighter blue text relate to IEMI.

Figure 1. Documentation set produced by IEC SC 77C.

III. RECENT UPDATES

A. IEC 61000-5-6 Ed 1.0 (Forecast for Publication: 03-2024)

Users of SC 77C standards, which are primarily industry and infrastructure providers, are finding it increasingly challenging to implement “work-through” HPEM protection (e.g. [2]) due to the up-front costs and need for continuous maintenance and improvement. At the request of the users of IEC standards, we have introduced the concept of ‘resilience’ to HPEM disturbances as an informative Annex [3]. We are also updating the definition of IEMI and converting the document from a Specification to a full standard.

B. IEC 61000-2-10 Ed. 2.0 (Published 11-2021)

This standard is based on the radiated waveforms described in IEC 61000-2-9 [4]. 61000-2-10 describes the conducted environment induced on conductors from E1 HEMP for different positions and illumination cases. In particular it develops analytic conducted waveforms for power lines and other long lines, in the air or on the ground on a statistical basis. Recent work has updated the standard to include time waveform information for different types of simple antennas. In addition to identifying specific waveforms for particular cases, the work will describe more clearly the method to be used to determine the coupled voltages and currents for more complex antennas.
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Long Range Wireless Power Transfer - An Application for High Power Electromagnetics
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Abstract — The concept of beaming electrical power, using the electromagnetic spectrum, from one distant location to another has been around since at least the late 1800’s. The term Wireless Power Transfer (WPT) is now more commonly used to describe this concept and there is a growing interest in solving some of the technical challenges which need to be overcome to convert concepts into workable systems.

Keywords— Electromagnetic Compatibility (EMC), High Power Electromagnetics (HPEM), Wireless Power Transfer (WPT).

I. BACKGROUND

The notion of delivering electrical power to a distant location (>>100m) to remotely power a device, wirelessly has been of interest for well over a century. This concept is variously known as Wireless Power Transfer (WPT), Power beaming or Free-Space Power Transmission. The great inventor Nikolai Tesla was arguably the first pioneer to try to make it work but in the end calamities with his experimental setup at Wardenclyffe, Long Island, New York, USA lead to his ruin [1]. The notion gained interest again with the invention of Radar in the 1940’s but it wasn’t until the 1970’s that a demonstration of long range (LR-WPT) using microwaves was achieved. The 1975 demonstration by William C. Brown of Raytheon at the Jet Propulsion Lab (JPL) Goldstone facility in the US was motivated by a NASA led program to collect Solar Power in space and transmit the electrical energy generated back to the Earth [2]. Solar Power Satellite (SPS) or Space Based Solar Power (SBSP) remains a key application area and a motivation for LR-WPT. Indeed J. Mankins SPS-Alpha concept [3], motivated Prof. Kaya, together with Mankins to conduct a WPT experiment in 2008 over a distance of 150 km in Hawaii using a retro-directive phased array system. Since 2008 a variety of attempts have been made to develop the components of a LR-WPT system and to demonstrate their effectiveness. An excellent summary of the history of LR-WPT by leading lights in the field can be found here [4] and [5]. Very recently researchers at Xidian University, China [6] have made a very impressive ground based demonstration of a space solar power satellite system including the LR-WPT element.

II. WPT SYSTEMS

A long range WPT system comprises of the components shown in Fig. 1.

Figure 1. Components of a LR-WPT System

All components of the system require very high conversion (electrical to microwave to electrical) efficiency. This requires a high level of integration or close coupling between the power conversion and the antenna. Solid-State Amplifier technology integrated with a multiple element phased array antenna seem to be preferred for the transmitter element. For the receiving element the Rectifying antenna (Rectenna) is preferred. A rectenna integrates the receiving antenna with a rectifying diode(s) and a filter. To date the Industrial Scientific and Medical (ISM) frequency bands, 2.4GHz and 5.8GHz have been favored primarily because technology is readily available in these bands and also because RF transmission in these bands is ‘license-free’. However, other frequencies have and will continue to be explored.

II. SUMMARY

LR-WPT is of growing interest and is truly HPEM since KiloWatt to MegaWatt levels of microwave power must be transmitted to be useful. This paper will give an overview of the historical milestones, motivations, technologies, challenges and applications for LR-WPT.
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Abstract—The first “classic” A6 relativistic or high-voltage magnetron was built and tested ~50 years ago. It is one of the first operational hundred-megawatt-class HPM Sources. Today, the A6 RM is continuously studied both experimentally and computationally by many groups and laboratories around the globe. The University of New Mexico (UNM) has developed an A6 RM that may operate in two basic configurations of output power extraction: (i) radial output with microwave power extraction from one of six resonant cavities into a rectangular horn antenna, and (ii) axial output microwave power extraction from all six resonant cavities smoothly tapered in axial direction into a conical horn antenna. In both configurations, the A6 RM is driven by PULSERAD-110A electron beam accelerator that provides 100’s of kV of accelerating voltage and several kA of electron-beam current during 10s ns of output pulsed power.

Keywords—relativistic magnetron; experimental measurements; calibration of measurement sensors

I. INTRODUCTION

UNM has initiated an experimental campaign to study A6 RM operation [1,2] during which the laboratory measurements of its output operational parameters are performed by scanning the diode voltage applied between the cathode and the anode of the magnetron, \( V_d \), at known \( B_z \), and obtaining the experimentally measured dependence of output microwave power \( P_1(V_d) \) against \( V_d \). After that, the collected earlier results of 3D PIC numerical simulations of output operational parameters of the A6 RM, \( P_1(V_d)_{num} \), will be compared with experimentally measured \( P_1(V_d)_{exp} \) for calibration of certain input operational parameters of the A6 RM. For instance, calibration of a voltage divider monitoring \( V_d \) will be performed.

II. EXPERIMENTS

Practical calibration of the diode voltage, \( V_d \), driving the A6 RM with radial output may be relatively easily performed in the laboratory because its configuration with radial output of microwave power from one of resonators of the anode block allows to measure the averaged magnitude and time dynamics of the output microwave power \( P_1 \) directly using a waveguide coupler (Figure 1 (a)) placed in between the output/coupling iris of the resonator and a radiating antenna (Figure 1 (b)). After the experimentally performed scan of uncalibrated diode voltage, \( V_d \), at a known \( B_z \), the dependence \( P_1(V_d)_{exp} \) of (i) measured output microwave power with calibrated crystal detector, \( P_1 \) (Figure 1 (c)), against (ii) measured diode voltage with uncalibrated voltage divider, \( V_d \) (Figure 1 (c)), will be constructed. And finally, the experimentally measured, but uncalibrated \( P_1(V_d)_{exp} \) dependence will be compared with obtained in computer 3D PIC simulations \( P_1(V_d)_{num} \) dependence and calibration of the voltage divider will be performed by comparing the two.

Figure 1. Measurements of output power of the A6 RM in UNM: (a) waveguide coupler between radiating antenna and output/coupling iris of resonator, (b) radiating antenna, and c) voltage integrator connected to “ch1” of TDS350 oscilloscope to measure uncalibrated diode voltage, \( V_d \), and crystal detector connected to “ch2” of TDS350 oscilloscope to measure calibrated output microwave power, \( P_1 \).

We will also present various A6 RM current measurements, such as a total discharge and a leakage or end-loss currents measured before and after the A6 RM diode, respectively.
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Abstract—The overall research supporting this effort aligns with the direction of the HPM community and the DOD and focuses on X-band and higher frequency HPM sources. Here the specific focus of attention is on two promising source architectures, the relativistic magnetron and MILO that provide specific value to growing the high frequency vacuum tube landscape as most devices in the X- to Ka-band frequency ranges are linear beam devices. This present effort describes initial steps in computer simulations of 100’s MW-class 8-cavity X-band magnetron, and outlines the next steps required to design and test actual relativistic magnetron in the laboratory.
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I. INTRODUCTION

In experiments with an 8-cavity X-band relativistic magnetron with diffraction output (MDO) (Figure 1 (a)) performed in the late 70’s in the former USSR [1,2], the output RF power >500 MW in the TE41 or π-mode at operating wavelength ~3.3 cm (9.09 GHz) was achieved at magnetic field 0.56 T, and applied voltage ~600 kV with FWHP microwave pulse duration ~15 ns and electronic efficiency 13-15% [1,2]. The experiments showed that the MDO, as compared to the relativistic magnetron with radial output, had an enhanced resistance to the RF power breakdown at the output window. The following simulations of the diffraction output antenna showed that certain antenna modifications may provide output RF power mode conversion from the magnetron operating π-mode into one of the desired lower-level modes of the output MDO antenna, such as the TE11-mode with Gaussian output radiation pattern (Figure 1 (b)) [3,4].

II. SIMULATION RESULTS

UNM has initiated a computational campaign to study the 8-vane X-band MDO [1,2] (Figure 1 (a)) operating at lower applied voltages, 300-400 kV, aiming on re-engineering the original MDO design (Figure 1 (a)), building and testing it in laboratory using available UNM pulsed power sources. Computer simulations of the magnetron (Figure 1 (a)) are performed in the following steps: (i) “cold” simulations of its slow wave structure (SWS) to calculate operating frequencies of all possible modes of magnetron operation, plot its dispersion diagram (Figure 1 (c)), and to derive operational domain of the magnetron (Figure 1 (d)) for desired operation mode, which is the TE41- or π-mode (Figure 1 (e)), (ii) “warm” computer simulations of 2D model of the magnetron to reveal range of input operational parameters of interest, certain applied voltages at given magnetic fields, within which magnetron may operate in the π-mode (Figure 1 (f)) with operating frequency and wavelength affected by the electron space charge (Figure 1 (g)), and (iii) warm” computer simulations of 3D model of the magnetron to calculate output rf power, operating frequency and electronic efficiency of the magnetron at its most optimal input operating parameters.
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Controlling the Coupling of Plane Wave to Microstrip Mounted on the TEM/GTEM Wall in Radiated Immunity Testing
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Abstract—Despite many published studies on coupling of plane wave to a microstrip line, an important special case of incident angle parallel to the ground plane has received considerably less attention. This special case is particularly vital to radiated immunity testing where the excitation voltage to the device under test (DUT) is delivered through a microstrip line on a printed circuit board (PCB) mounted on the Gigahertz/Transverse Electromagnetic (GTEM/TEM) cell wall. We point out that the published analytical coupling formula for this special case must be scaled by a factor of $\frac{1}{2}$ since in the GTEM/TEM environment the incident electric field does not double as opposed to that assumed in the infinite ground plane for which the formula was derived. Next, we introduce a method to increase the coupling factor by approximately a factor of two or more by meandering the microstrip which recovers the coupled voltage to the value expected from the analytical formula.

Keywords—Electromagnetic compatibility; Immunity testing; Electromagnetic coupling; Electromagnetic radiative interference; Electromagnetic measurements.

I. INTRODUCTION

An example of the plane wave incidence on the microstrip line under consideration is illustrated in Fig. 1. The key properties are propagation direction parallel to the ground plane of the microstrip and the incident electric vector which is normal to the ground plane. This incident angle is particularly applicable to radiated immunity testing as per IEC 62132-2 [1] in a GTEM or TEM with the DUT mounted on cell wall as shown. In this case, the incident electric field is dictated by the voltage on the septum divided by the distance to the GTEM wall. Therefore, the total incident electric field does not undergo doubling due to addition of incident and reflected wave as was assumed in the analytical derivation for an infinite ground plane [2]. In high-power radiated immunity testing, this means the voltage induced would be half of the expected value which is often not practically recoverable because it suggests quadrupling the source power or doubling the thickness of the PCB.

II. METHOD AND RESULTS

A simple method to approximately double the plane wave to microstrip coupling is to meander the microstrip as shown in Fig. 2. The reason for this response can be understood by modelling each line segment as a 3-port S-parameter [3] which are then cascaded to form the meander. It can be shown that for a 3-line meander on FR-4 that the voltage at the backfire port due to 1 V/m incident E-field has a high pass response given by

$$|V| = 0.5h \left| -\sin(3.5kL) + 2\sin(0.5kL) \right|,$$

where $h$ is thickness of the PCB and $k$ is the freespace wavenumber. This shows that voltage of 1.5$h$ is achievable as opposed to 0.5$h$ for a single straight line.
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Abstract—The Säntis Tower was instrumented in 2010 for lightning current measurements. The tower is consistently struck by lightning about 100 times a year. Since being put into operation, the measurement system has been continuously updated and significantly expanded. Currently, lightning parameters are collected at six different sites. This paper presents the latest development and a summary of recent findings.
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I. INTRODUCTION

Our knowledge of lightning current parameters comes essentially from direct measurements obtained using instrumented towers and from artificially initiated lightning (e.g., [1]). From the 1950s through the 1970s, Prof. Karl Berger and his team recorded extensive experimental data atop two instrumented towers in Monte San Salvatore, near Lugano [2]. Their endeavor resulted in better knowledge of lightning and its processes, classification of different types of lightning, and a comprehensive characterization of lightning current parameters. Other telecommunications towers across the world have also been instrumented for lightning current measurements (the Peisenberg tower in Germany, the Gaisberg tower in Austria, the CN tower in Canada, the Eagle Nest tower in northern Spain, Morro do Cachimbo in Brazil, and the Tokyo Skytree tower).

II. SÄNTIS TOWER EXPERIMENTAL STATION

The Säntis lightning research experimental facility has been operational since 2010. The facility includes a 124-m tall tower (Säntis Tower) in Northeastern Switzerland, which is struck by lightning about 100 times a year. On the tower, Rogowski coils and B-dot sensors are installed at two different heights for lightning current and current derivative measurements. In addition, electric fields at different distances, X-rays, acoustic emissions, as well as high speed cameras are installed at various stations around the tower. Instruments, such as VHF interferometric sensors and Lightning Mapping Arrays (LMA) have also been used temporarily in the past. Details of the instrumentation can be found in [1].

III. SALIENT RESULTS

Since the instrumentation of the tower in 2010, more than a thousand lightning flashes have been successfully recorded. The obtained data have allowed to improve our understanding of lightning discharges and their various processes. In this lecture, we will present a summary of the obtained results and findings and we will discuss the experimental campaign carried out in 2021 in the framework of the European Laser Lightning Rod project (LLR). This experiment provided evidence that the high-power laser can guide lightning discharges over several tens of meters [3]. In addition to the LLR project findings, observations of high-energetic radiation from upward lightning discharges will also be described.
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Abstract—Leveraging mixed polarizations of continuous wave and pulse antenna systems, this presentation demonstrates a method for testing and data processing that deconvolves the contributions from each polarization component to define vector transfer functions for currents.
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I. INTRODUCTION

Standards for electromagnetic pulse (EMP) often rely on testing systems for coupling to electromagnetic waves. The data from these tests is processed to form transfer functions for extrapolating the coupling data to EMP environments [1]. A common method for measuring coupling is using continuous wave immersion / illumination (CWI), also called low-level continuous wave (LLCW). Another method is to use pulse illumination.

Although the standards identify broad rules for conducting this testing, there is still a great deal of latitude in the details of how the measurements are performed and how the data is processed for extrapolation. While measurement methods have been covered extensively [2], there is less information on nuances of various signal processing methods and how that can provide transfer functions that scale to different illumination methods.

II. BACKGROUND

Currents are induced on systems based on the electric field over the system. While this may seem obvious, it means that currents depend on the timing and distribution of the fields over the system. For the sake of testing, this subtlety is largely neglected. Instead, one measures a reference field, or a series of reference fields, at locations relative to the transmitting antenna that are representative of points on the system or facility that will be illuminated, but without the system or facility present. Transfer functions are formed by the ratio of measured currents or internal fields to the reference field for that location relative to the transmitting antenna,

$$\hat{T}(f) = \frac{I_{\text{meas}}(f)}{E_{\text{ref}}(f)},$$

where $f$ is the frequency, and in this case $E_{\text{ref}}(f)$ is the reference electric field although it could also be a magnetic field, and here $I_{\text{meas}}(f)$ is the measured current but could also be an internal field. If measurements are made with a pulse system, the time-domain current and reference field and current are Fourier transformed into frequency domain,

$$\tilde{E}_{\text{ref}}(f) = \int_{-\infty}^{+\infty} dt \ e^{-i2\pi ft} E_{\text{ref}}(t),$$

$$I_{\text{meas}}(f) = \int_{-\infty}^{+\infty} dt \ e^{-i2\pi ft} I_{\text{meas}}(t).$$

Using a single field to correlate with currents or internal fields is roughly equivalent to assuming the system is electrically small, meaning that the system is small relative to wavelengths. Since EMP standards generally consider frequencies between 100 kHz and 1 GHz, wavelengths vary between 0.3 m and 3 km. Given the limitations of illumination systems, the region being illuminated typically be less than 100 m corresponding to about 3 MHz. Many systems are significantly smaller. For instance, ground vehicles will range between about 4 m and 25 m in their longest dimension, which corresponds to frequencies between about 10 MHz and 75 MHz. Only portable electronics without long wires attached will be electrically small up to 1 GHz.

This does not mean the measured transfer functions are no longer valid at higher frequencies where the system is no longer electrically small, but it does potentially limit the range of validity of the transfer function to azimuths and elevations close to that of the test. As the system becomes electrically larger at higher frequencies, the sensitivity to azimuth and elevation will increase.

Extrapolating to threat assumes that the ratio response current or internal field to the stimulating field is the same as a function of frequency regardless of the stimulating field,

$$\frac{I_{\text{threat}}(f)}{E_{\text{threat}}(f)} = \frac{I_{\text{meas}}(f)}{E_{\text{ref}}(f)} = \hat{T}(f),$$

or equivalently,

$$I_{\text{threat}}(f) = \hat{T}(f) \tilde{E}_{\text{threat}}(f).$$

In time domain, this becomes,

$$I_{\text{threat}}(t) = \int_{-\infty}^{+\infty} df \ e^{i2\pi ft} \hat{T}(f) \tilde{E}_{\text{threat}}(f).$$

To apply (3), one must use the same type of field for both the reference and the threat. The measured reference field is multipath, including both line-of-sight and ground reflection, while the threat is typically defined as just the...
line-of-sight field. In some cases, practitioners attempt to remove the ground reflection from the reference field, while other practitioners instead calculate the total threat field including both line-of-sight and ground-reflected fields.

### III. STATEMENT OF THE PROBLEM

Figure 1. Example of polarization mix of the electric field at an off-center location at a horizontal pulser.

The main problem with the approach of (5) is that all antenna systems provide a mix of polarizations. Attributing all a response current or field to only one, intended polarization leads to errors that can be substantial. This mix of polarizations is well known for CWI systems, but it is even present in pulse illuminations. Figure 1 shows an example of the polarization components measured at an off-center location at horizontal pulser. The intended polarization is a horizontal field in the x-direction. However, between 6 MHz and 10 MHz, the horizontal x-direction and vertical z-direction are comparable, and below 6 MHz, the field is dominantly vertical. The behavior for many mobile CWI systems has similar behavior with similar crossover frequencies, Figure 2. The reason for this is that horizontal fields cancel out at low frequencies as the electric field is grounded out near a conducting surface. Attributing currents just to the horizontal x-polarization overemphasizes the actual contribution of the x-polarization. Extrapolations to threat environments tend to have artificial low-frequency oscillations that create unphysically large root actions for the resulting currents.

Another effect of using only one polarization to correlate with measured currents is that multipath fields have nulls where the reflected field destructively interferes with the line-of-sight field. In Figure 1, the vertical field shows a null at about 44 MHz, while the horizontal fields show a null at about 49 MHz. Currents generally do not show these nulls. The total field magnitude does not have deep nulls. Instead, there is generally always at least one component that becomes dominant in the regions where other components pass through nulls.

### IV. ALTERNATE APPROACH: VECTOR TRANSFER FUNCTIONS

A more correct approach is to recognize that measured responses of currents and internal fields are a function of the multiple polarizations adding together,

\[
I_{\text{threat}}(t) = \int_{-\infty}^{+\infty} df \ e^{j2\pi ft} \, \tilde{T}(f) \cdot \tilde{E}_{\text{threat}}(f),
\]

where

\[
\tilde{T}(f) = T_x(f)\hat{x} + T_y(f)\hat{y} + T_z(f)\hat{z}.
\]

Due to the mixed polarization of transmitting antennas, determining the components for the transfer functions, \( T_x(f), T_y(f), \) and \( T_z(f), \) requires three or more independent illuminations. For CWI, common practice provides two of the requisite three by performing vertical and horizontal illumination. A third mix of polarizations can use an illumination from another azimuth or elevation. For pulse illumination, two system orientations in a horizontal simulator and one in the vertical simulator will capture three independent illuminations. If the three tests are designated as 1, 2, and 3, then the components, \( T_x(f), T_y(f), \) and \( T_z(f), \) are found by solving the linear equations.
\[ I_{\text{meas}}(f) = \hat{T}_x(f) \hat{E}_{\text{ref}1,x}(f) + \hat{T}_y(f) \hat{E}_{\text{ref}1,y}(f) + \hat{T}_z(f) \hat{E}_{\text{ref}1,z}(f), \]
\[ I_{\text{meas}}(f) = \hat{T}_x(f) \hat{E}_{\text{ref}2,x}(f) + \hat{T}_y(f) \hat{E}_{\text{ref}2,y}(f) + \hat{T}_z(f) \hat{E}_{\text{ref}2,z}(f), \]
\[ I_{\text{meas}}(f) = \hat{T}_x(f) \hat{E}_{\text{ref}3,x}(f) + \hat{T}_y(f) \hat{E}_{\text{ref}3,y}(f) + \hat{T}_z(f) \hat{E}_{\text{ref}3,z}(f), \]
(8)

or

\[
\begin{pmatrix}
I_{\text{meas}1}(f) \\
I_{\text{meas}2}(f) \\
I_{\text{meas}3}(f)
\end{pmatrix} =
\begin{pmatrix}
\hat{E}_{\text{ref}1,x}(f) & \hat{E}_{\text{ref}1,y}(f) & \hat{E}_{\text{ref}1,z}(f) \\
\hat{E}_{\text{ref}2,x}(f) & \hat{E}_{\text{ref}2,y}(f) & \hat{E}_{\text{ref}2,z}(f) \\
\hat{E}_{\text{ref}3,x}(f) & \hat{E}_{\text{ref}3,y}(f) & \hat{E}_{\text{ref}3,z}(f)
\end{pmatrix}
\begin{pmatrix}
\hat{T}_x(f) \\
\hat{T}_y(f) \\
\hat{T}_z(f)
\end{pmatrix}.
\]
(9)

With linear independence between the different illuminations, the solution comes from inverting the matrix. If there are four or more independent data sets, the solution uses standard least-square methods where both sides are multiplied by the transpose of the matrix, then the transpose times the matrix is inverted.

V. CONTRIBUTION

The presentation will cover examples of using this methodology. It will show comparisons between CWI and pulse measurements using different antennas and angles of illumination. This will provide the most direct evidence that extrapolation methods can apply to realistic threat environments. This approach should provide transfer functions that can be applied for different illumination antennas or threat scenarios and different azimuths and elevation angles, especially in the electrically small limit.
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Abstract—High Altitude Electromagnetic (EM) Pulse (HEMP) protective solutions are typically based on a topologically-complete EM barrier which provides a high level of shielding effectiveness (SE). As with other elements of this type of protective system, periodic SE testing of the barrier is necessary to ensure and verify required SE performance levels are maintained. However, frequent SE testing by HEMP maintenance technicians is generally neither feasible nor cost effective. To address this shortfall, Jaxon has developed the SPARTAN™, a permanently installed, automatic, cost-effective EM barrier shielding effectiveness monitoring system. SPARTAN™ can characterize the SE performance of EM barriers ranging in size from stand-alone small, shielded server cabinets to large-scale distributed HEMP-protected operations and data centers.

I. INTRODUCTION

HEMP-hardened facilities must often meet stringent electromagnetic shielding effectiveness (SE) performance requirements to protect the equipment housed within. Periodic EM barrier maintenance and shielding effectiveness testing is essential to ensure the barrier continues to perform as designed and expected. However, frequent, comprehensive, and facility-wide SE testing to standards such as IEE 299 and MIL-STD-188-125-1 is often impractical due to cost, complexity, and operational impact considerations.

Many protected facilities rely solely upon maintenance of readily accessible and serviceable EM barrier points of entry (POEs). Periodic SE testing may be performed infrequently, if at all, allowing barrier degradations and compromised SE performance to go undetected for long periods of time, potentially putting protected mission critical equipment and systems at risk.

A permanently installed shield monitoring system mitigates this situation by enabling automatic SE testing of all or a portion of the entire EM barrier as often as desired. The results of this testing can identify areas of barrier EM leakage and provide a quantitative display of measured SE performance in comparison to established requirements.

The SPARTAN™ system employs a patented SE measurement methodology which delivers reliable results in the most difficult of ambient RF environments. As is often required in sensitive facilities and applications, the SPARTAN™ system is also fully TAA compliant.

II. SPARTAN™ SYSTEM

A. Basic Info

Each measurement “sweep” made by the SPARTAN™ system consists of a collection of individual SE measurements made at up to 200 discrete frequency points logarithmically spaced over a range from 100 MHz (minimum) to 1 GHz (maximum). Maximum conducted output power is 1 W. Most system settings and parameters can be adjusted by the operator as necessary.

At the heart of the SPARTAN™ system is an exhaustive set of automatic measurements to mitigate receiver jamming and compression, as well as an iterative sweep algorithm which maximize SE measurement range (MR). These features enable the SPARTAN™ system to make SE measurements while avoiding compression, jamming, and noise in the ambient RF environment.

B. Control User Interface

The SPARTAN™ shield monitoring system is controlled by an application with a user-friendly graphical user interface (GUI) running on a laptop computer. Through the GUI, the user can trigger an immediate SE test on any zone or initiate automatic testing of all zones, where a zone is a user-defined TX and RX antenna pair. Automatic testing operates continuously until stopped by the user. The system can also be configured to abort testing when an SE result indicates that field strength levels outside the facility generated by the transmit side of the SPARTAN™ system could exceed allowed values.

The SPARTAN™ GUI can be tailored for specific application needs. The system provides means to easily compare results from current and archived testing performed at any number of test zones. All ambient environmental and nominal SE measurement results are archived for review and analysis. Data file contents include both processed shielding effectiveness values and reference RF environmental noise levels which are saved in an ASCII formatted text file to simplify export to other applications.

C. System Modularity

The base SPARTAN™ system is comprised of two rack mounted subsystems: a three rack-unit (RU) transmitter unit which typically resides inside of the protected volume, and a two RU receiver typically residing outside. The base SPARTAN™ model offers six receive antenna ports and seven transmit antenna ports that can be configured to sufficiently cover the wall and ceiling shielded surfaces of a
III. SPARTAN™ PERFORMANCE

The SPARTAN™ system is designed for maximum performance for those parameters that matter most when making SE measurements, while minimizing cost for all deployment scenarios.

A. Fault Detection

The SPARTAN™ system frequency coverage provides users regular monitoring across the region of the HEMP frequency spectrum where typical EM barrier degradations are typically most often detected. Common EM barrier degradations detected by the SPARTAN™ system include dirty RF shielded door contact surfaces, dirty RF door handle “through pints,” corroded or damaged RF gaskets on shielded cabinets, cracked or missing welds, and untreated conductive shield penetrations. Early shielding fault detection reduces risk to mission critical equipment and systems, enabling a low-risk approach to facility HEMP hardening. In addition, MIL-STD-188-125-1A states that “a built-in shield monitoring capability should be considered for the entire shield for HM/HS (hardness maintenance/hardness surveillance purposes).”

B. SE Measurement Range and RX Noise mitigation

The maximum value of SE that can be measured by a given TX and RX antenna pair, as a function of frequency, is usually called the SE measurement range (MR). The SE MR of the SPARTAN™ system varies based on the ambient or environmental RF noise (i.e., not generated by a SPARTAN™ TX module) at the physical location where an RX antenna is located. In the absence of environmental ambient RF noise sampled by the RX antenna, the SE measurement range is identical to the system dynamic range.

The SPARTAN™ system employs a patented method of measurement and noise mitigation, ensuring the quality of the SE measurement and maximizing the SE MR in noisy ambient RF environments. Strategic measurement algorithms enable the SPARTAN™ system to “see through” noisy ambient RF spectra, often boosting SE MR by 20 dB or more at individual measurement frequencies where ambient noise would otherwise dominate the measurement. As a result, the SPARTAN™ system maintains ample sensitivity even in the noisiest RF ambient environments, typically providing an SE MR of 120 dB to 130 dB.

C. Automatic testing vs manual testing

The SPARTAN™ system is designed to run continuously, individually testing a given zone, or automatically testing at multiple zones. Users may start or stop automated testing at any time and manually operate the system. This allows the user or maintenance technician to take an SE measurement at an aperture POE protective device (PPD) such as an RF shielded door, service the door (perform hardness maintenance actions such as cleaning knife edges and fingerstock), and then re-trigger the system to verify the effectiveness of the service action.

D. Data Analysis / Stoplight

Interpretation of SE measurement results by the untrained eye can be confusing. Environmental ambient RF noise may give the illusion of an actual EM barrier deficiency, potentially resulting in continued false alarms and unneeded maintenance actions. Care must be taken when reviewing shielding data to differentiate between a real problem and a false alarm due to ambient RF energy.

The SPARTAN™ system aids users in data analysis by interpreting test data and reporting results using a stoplight scheme. The system reads SE and environmental data, and searches within these results for signs of actual EM barrier degradation. The system differentiates between environmental noise and “real” shield leakage. Complete data sets may be viewed, and stoplight indicator displayed for quick reference using user preselected threshold parameters. A sample SPARTAN™ system SE measurement data plot is shown below.
Development of Bayesian Component Failure Models in E1 HEMP Grid Analysis

Niladri Das, Ross Guttromson, & Tommie A. Catanach

Models are being developed to determine the wide-area effects on electric power systems from High-Altitude Electromagnetic Pulses (HEMP). While deterministic methods are primarily used in this analysis, evaluating E1 HEMP responses across large interconnections proves computationally challenging. Additionally, pulse testing components to determine their probability of failure presents difficulties and is financially expensive, resulting in limited data points. However, the use of a Bayesian prior from, obtained from a subject matter expert can supplement the test data in Bayesian inference, allowing for the development of a robust, cost-effective statistical component failure model. These models can then be implemented with minimal computational burden in simulation environments, such as sampling of Cumulative Distribution Functions (CDFs).

Introduction: The methods presented in this paper will focus on the development of statistical component failure models for use in the HEMP Transmission Consequence Model (HTCM)\(^1\), responding to a simulated E1 HEMP only. Although E3 HEMP is considered in the HTCM software, a different method is used and will not be discussed here. When an E1 HEMP occurs, it couples to conductors, resulting in a voltage and current pulse traveling toward each end. Normally, a component is attached to the end of the conductor and is insulted by the voltage and current pulse. A Component Failure Model is a statistical failure model that determines if the component fails as a result of a conducted insult. The model is uniquely parameterized for each type of component, and is constructed in the form of a CDF, conditional upon HEMP coupled voltage. Therefore, a failure event is determined by sampling the associated cumulative density function.

E1 Emp Component Testing: While a large number of laboratory tests for a component yield the most accurate results, the high cost of testing often limits tests to only one or a few articles, leading to low confidence. This work presents an improved method for converting test data into a statistical failure model using Bayesian inference.

Development Of Bayesian Statistical Failure Model Using Limited Test Data: A Bayesian approach to develop a statistical failure model can integrate related data sets including SME estimates, across a hierarchy of classes. The introduction of hierarchy into data sets establishes robustness to the problem where limited test data exists and provides a statistically rigorous way to make scientific inferences about the properties of a class of components (or across classes) by using test results from one or many ‘similar’ components and/or an SME failure estimate.

Developing the Bayesian Model Prior: The Bayesian model prior is developed using the SME estimates. We use Bayesian optimization (BO) and Markov Chain Monte Carlo (MCMC) method to develop the prior.

Method Of Bayesian Failure Model Development: We use the prior, failure likelihood function and perform Bayesian inferencing using MCMC to develop the posterior of the hierarchical model parameters. We marginalize the posterior to obtain the statistical failure model in the form of a CDF.

Application Of the Bayesian Statistical Method: The consequences to the grid of many failures of the same component type across a wide area must be determined by modeling these failures in a large simulation such as the HTCM. Using the limited test data for a class of grid component, the objective is to generate a statistical failure model for that component class that can be used in a wide-area grid simulation.

Conclusions: Due to computational challenges and limited test data for evaluating components exposed to E1 HEMP, Bayesian inferencing is a viable approach for developing statistical failure models. Our approach incorporates error due to the SME estimates, finite test measurements, Bayesian optimization error, and Bayesian inferencing error.

Abstract—In this paper, a high-resolution time-reversal MUltiple SIgnal Classification (MUSIC)-based method is proposed for detecting and localizing buried objects using either a B-scan or a C-scan. The proposed method offers the following advantages: i) it eliminates the need for the back-propagation step typically required in the conventional time reversal method, and ii) it enhances the resolution of object localization by leveraging null-space super-resolution methods. Experimental measurements demonstrate that the proposed method can be used in practical applications.

Keywords- Time reversal, ground penetrating radar (GPR), buried objects, landmine

I. INTRODUCTION

A report from 2023 [1] highlighted the reality of landmines and Explosive Remnants of War (ERW) incidents, documenting 4,700 casualties. Civilians accounted for 85% of these victims, with nearly half being children. This staggering toll has spurred the research community to prioritize the development of safe and reliable landmine clearance techniques.

Among the nondestructive methods for landmine detection, two electromagnetic techniques predominate: electromagnetic induction [2] and Ground Penetrating Radar (GPR) [3]. While metal detectors based on electromagnetic induction are a widely favored tool for landmine detection, their efficacy is often compromised by false alarms triggered by nearby metallic objects and their incapacity to detect non-metallic mines. GPR-based methods stand out for their ability to detect non-metallic mines. They are characterized by significant depth of penetration, higher resolution, and reduced sensitivity to soil conductivity.

II. APPLICATION OF TIME REVERSAL-BASED METHODS TO LANDMINE LOCALIZATION

A comparison between various Electromagnetic Time Reversal (EMTR)-based methods, namely Classical EMTR, Iterative EMTR, DORT, and TR-MUSIC, applied to landmine localization was carried out in [4]. These methods were implemented using different numerical techniques, such as the Method of Moments (MoM), Finite-Difference Time-Domain (FDTD), the Finite Element Method (FEM), and the Finite Integration Technique (FIT). The study and its findings showcased the exceptional performance of TR-MUSIC, highlighting its robustness against noise, diverse soil compositions, whether homogeneous or layered, with varying electrical properties. The study also demonstrated its effectiveness for a variety of targets in terms of number, size, shape, and placement through numerical simulations. Unlike other EMTR-based methods, TR-MUSIC stands out for its remarkably high resolution, achieving around λ/10 or better, even with a moderate number of sensors. This capability enables the detection of multiple closely-positioned targets and it holds promise to reduce the number of false positives [4].

III. METHOD DESCRIPTION

Conventional TR-based methods suffer from two main drawbacks, namely, (1) the requirement for an antenna array, and (2) decreased performance due to the mismatch between the forward and backward propagation media. To overcome these limitations, we propose a High-Resolution approach based on Time Reversal (HRTR).

The proposed method employs a single antenna for both transmitting and receiving signals. In the proposed method, the transfer function of the medium, including the effects of antenna parameters, soil, and buried objects, is first measured. Then, time reversal is applied numerically to construct the correlation matrix. In this step, the electromagnetic environment is considered as reciprocal. Within the HRTR method, the backpropagation step — requiring an exact model of the medium in the forward step — is eliminated.

Subsequently, the MUSIC algorithm, which is a null-space-based super-resolution technique, is applied to localize the buried objects. Numerous experimental studies have been conducted in this research, all of which validate the accuracy and resolution of the proposed method in comparison to conventional GPR methods.
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Immunity of LNAs to Bursts of RF Pulses
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Abstract— One of the effect-mechanisms of a radio-frequency (RF) directed energy weapon (RF-DEW) is to damage an electric circuit beyond repair. The pertaining question to be answered is to determine the estimated amount of radio frequency (RF) energy needed to disable a radio receiver by damaging its low noise amplifier (LNA). This study is part of a wider research program whose long-term goal is the quantification of the minimum amount of power that a RF-DEW needs to deliver to effectively operate as anti-drone system. Five different off-the-shelf LNAs, representative of the many LNA varieties currently available on the market, were chosen. Several samples of each LNA were stressed by means of bursts of RF pulses at increasingly larger power levels till failure occurred. Our experiments indicate that the amount of power needed to cause failure is 15 dB to 35 dB higher than the absolute maximum rating reported in the pertinent datasheet. In view of the results obtained so far, it seems that the minimum RF power to ensure failure by means of pulses depends on the technological process and it is around +41 dBm for GaAs/InGaP and around +51 dBm for SiGe:C.

Keywords: Directed energy weapons, electrical overstress in LNAs, damage mechanisms.

I. INTRODUCTION

Directed energy weapons (DEW) are designed to permanently/temporarily disable electronic systems by focusing electromagnetic energy on the target. DEWs have been the object of military research for decades, but with the end of the cold war the interest in these systems dwindled. Recently the interest towards them is awoken; particularly since the maximum amount of RF power a solid state circuit can tolerate was expected to depend on the technological fabrication process, we decided to run the tests on different LNA varieties, manufactured by different processes (i.e. SiGe:C, GaAs and InGaP). Furthermore, we anticipated a dependency on the bias level, we chose components meant for 3V, 3.3V, 5V and 12V operation. The list of component selected for the experiments is shown in Table 1. For each LNA, we bought several samples, trying to minimize the chance of getting components belonging to the same production batch by buying from different retailers.

II. EXPERIMENTAL DESIGN

A. Component selection

Since the maximum amount of RF power a solid state circuit can tolerate was expected to depend on the technological fabrication process, we decided to run the tests on different LNA varieties, manufactured by different processes (i.e. SiGe:C, GaAs and InGaP). Furthermore, we anticipated a dependency on the bias level, we chose components meant for 3V, 3.3V, 5V and 12V operation. The list of component selected for the experiments is shown in Table 1. For each LNA, we bought several samples, trying to minimize the chance of getting components belonging to the same production batch by buying from different retailers.

B. (Stress) Test procedure

The test procedure consisted in (electrically) stressing the LNAs by means of a bursts of ten CW-1GHz pulses (1μs duration, 1% duty cycle) and repeating the test at increasingly larger power levels till failure occurred. After failure, the component was examined to assess the damage.

III. RESULTS

The results of the stress tests are shown in Table 2. In all but one case, the overstress caused total loss of gain, in one case it caused an oscillation.

Table 1: LNAs selected for the stress tests.

<table>
<thead>
<tr>
<th>Manufacturer</th>
<th>Part number</th>
<th>Description</th>
<th>Technology</th>
<th>Supply</th>
<th>Maximum rating</th>
<th>Minimum power to cause failure during burst test</th>
<th>Penultimate inspection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maxim</td>
<td>MAX1358LNH</td>
<td>MAX1358LNH</td>
<td>GaAs</td>
<td>3V</td>
<td>+24 dBm</td>
<td>41 dBm</td>
<td>No gain, no current drawn</td>
</tr>
<tr>
<td>Maxim</td>
<td>MAX1364</td>
<td>MAX1364</td>
<td>SiGe:C</td>
<td>3V</td>
<td>+32 dBm</td>
<td>44 dBm</td>
<td>No gain, no current drawn</td>
</tr>
<tr>
<td>Maxim</td>
<td>MAX1358LKP</td>
<td>MAX1358LKP</td>
<td>InGaP</td>
<td>3V</td>
<td>+21 dBm</td>
<td>44 dBm</td>
<td>No gain, no current drawn</td>
</tr>
<tr>
<td>Maxim</td>
<td>MAX2814</td>
<td>MAX2814</td>
<td>SiGe:C</td>
<td>3V</td>
<td>+17 dBm</td>
<td>51 dBm</td>
<td>Extra current, oscillation waiting samples to be tested</td>
</tr>
<tr>
<td>Maxim</td>
<td>MAX2814</td>
<td>MAX2814</td>
<td>SiGe:C</td>
<td>3V</td>
<td>+17 dBm</td>
<td>51 dBm</td>
<td>Extra current, oscillation waiting samples to be tested</td>
</tr>
</tbody>
</table>

Table 2: Results of RF burst test.

However, the most relevant finding is that the amount of RF-power necessary to permanently damage the LNAs using bursts of short pulses exceeds the absolute maximum rating specified in the datasheet by 14 to 47 dB!

Furthermore, it seems that the minimum RF-power needed to ensure failure depends on the technological process and is around +41 dBm for InGaP/GaAs and +51 dBm for SiGe:C.

---

BGU7224 SiGe:C 3.3 V +10 dBm 51 dBm Extra current; PMA233LN+ E-pHEMPT 3 V +27 dBm ~41 dBm No gain, no current
HMC376LP3 GaAs 0.7-1GHz LNA 5V +15 dBm ~43 dBm First signs of damage, no current
BQ7824 E-pHEMPT 3V +10 dBm 51 dBm Extra current, oscillation waiting samples to be tested
MAX2812 GaAs +30 dBm 45 dBm No gain, no current drawn
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Abstract—We use a resonant metalens to locate subwavelength reflectors on a plane at frequencies and bandwidths lower than traditional synthetic aperture radars, enabling low-cost or high-penetration imaging.

I. INTRODUCTION

Imaging reflective targets is a topic of broad interest, including radar and ground-penetrating radar for landmine detection. Usually, imaging relies on generating a probe signal that is, first, broadband (i.e., a time-domain pulse) and, second, sufficiently high-frequency for the targets to be electrically large. These requirements lead to expensive signal sources at the expense of radiated power, which reduces the penetration depth.

The resonant metalens [1] is a metamaterial used in far-field imaging experiments to reconstruct subwavelength source spatial distribution. In the transverse plane, the lens features metallic rods whose length is resonant above the frequency of interest and whose density is deeply subwavelength. These characteristics allow the far-field radiation of subwavelength features. Note that conventional reflectometry cannot be applied because the resonant nature of the lens introduces spurious reflections.

In this paper, we investigate the use of a resonant metalens designed for operation below 2.7 GHz to localize reflective targets.

II. METHOD

We use a resonant metalens built from 22 stacked low-loss PTFE printed circuit boards spaced 3.8 mm apart. Each board features 40 vertical copper traces of length 65.2 mm distributed every 4 mm. The metalens is placed a few millimeters on top of a short dipole antenna mounted on a two-dimensional scanner. In a calibration stage, we sample the scattering parameter \( S_{11}(f_i, x_j, y_k) \) with a vector network analyzer over a grid \((x_j, y_k) \in [0, 80 \text{ mm}] \times [0, 80 \text{ mm}]\) and in the frequency range \( f_i \in [1.7 \text{ GHz}, 2 \text{ GHz}] \). We then place a reflector consisting of a copper-taped iron washer 22 mm above the metalens and measure the test scattering parameter \( S_{11}^t(f_i, x_j, y_k) \). To localize the reflector, we compute the relative scattering parameter energy \( \sum_i |S_{11}(f_i, x_j, y_k) / S_{11}^t(f_i, x_j, y_k)|^2 \). We expect a local minimum (i.e., a better coupling) close to the reflector coordinates.

III. RESULTS AND CONCLUSIONS

Figure 1 presents the normalized relative scattering parameter energy. Without the metalens, the reflector is not visible, while it is when using the metalens, as seen from the different reflector positions. Indeed, the energy is locally minimized at the reflector positions.

The inset in the figure shows the electrical size with respect to the highest frequency. The metalens allows the localization of a subwavelength reflector. This opens the door to low-cost or high-penetration-depth single-sensor imaging, such as synthetic aperture radar or ground-penetrating radar.
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Reliability Test for HEMP Protection Filters

TaeHeon Jang, Global-EMH Inc., Hwaseong-si, Gyeonggi-do, Korea, thjang1@naver.com

Abstract—HEMP protection filters are the primary method of protection against conducted HEMP disturbances. The IEC SC77C published the Amendment 1 to IEC 61000-4-24 Ed. 2.0 in August 2023. This completes the IEC 61000-4-24 performance test methods for HEMP protection filters for power lines and signal lines (in Chapter 5) and RF communication antenna ports (in Chapter 6). However, it is also practical to consider how to ensure that HEMP protection filters maintain their performance in the environments in which they are used and how to establish a replacement life cycle for maintenance. This paper presents the reliability test requirements for HEMP protection filters.

Keywords—Reliability test; HEMP, Filter; IEC 61000-4-24

I. INTRODUCTION

The typical method of protecting critical facilities from conducted HEMP disturbances is usually the installation of HEMP filters at electrical entry points. The basic performance requirement for HEMP filters is the Pulse Current Injection (PCI) test. However, it is also realistic to consider how these HEMP protection filters will perform in the environments they will encounter during operation and how a replacement life cycle for maintenance can be established. These requirements are sometimes expressed in terms of reliability testing. This paper introduces the Unified Facilities Guide Specification, UFGS-13 49 20 (October 2007) from the United States and the Korean reliability assessment specification RS-KTL-2012-0018 for HEMP protection filters.

II. HEMP PROTECTION FILTER RELIABILITY TEST ANALYSIS

A. UFGS 13 49 20, RFI/EMI Shielding

UFGS 13 49 20.00 10 pertains to RFI/EMI Shielding and is part of the Unified Facilities Guide Specifications (UFGS). This guide specification covers the requirements for electromagnetic shielded facilities, including the requirements of EM shielding enclosure, EM shielding doors, electromagnetic filters and electrical surge arresters (ESA). Requirements for electromagnetic filters and ESA include power ratings, voltage drop, insertion loss, operating temperature range, current overload capability, reactive shunt current, dielectric withstand voltage, insulation resistance, ESA extreme duty discharge current, and minimum operating life.

B. RS-KTL-2012-0018, Reliability Assessment Specification for HEMP Protection Filter

HEMP protection filters that can be applied to this specification are HEMP filters for power lines, audio/data, control/signal, and HEMP filters for 200 A or less. The reliability tests consist of quality tests and life cycle tests. The quality tests consist of performance tests and environmental tests. The performance tests consist of insertion loss test, PCI test, voltage drop test, and leakage current test. The environmental tests consist of low temperature tests, high temperature tests, thermal shock test, and overload test. The most unique feature of this standard is the life cycle test, which develops and specifies the test conditions and test methods for the high temperature life test and the PCI life test as TABLE I, II and III.

<table>
<thead>
<tr>
<th>TABLE I. PERFORMANCE TEST CONDITIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test items</td>
</tr>
<tr>
<td>Insertion Loss</td>
</tr>
<tr>
<td>PCI</td>
</tr>
<tr>
<td>Voltage Drop</td>
</tr>
<tr>
<td>Leakage Current</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II. ENVIRONMENTAL TEST CONDITIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test items</td>
</tr>
<tr>
<td>Low Temperature</td>
</tr>
<tr>
<td>High Temperature</td>
</tr>
<tr>
<td>Thermal Shock</td>
</tr>
<tr>
<td>Over Loads</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III. LIFE TEST CONDITIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test items</td>
</tr>
<tr>
<td>High Temperature Life Test</td>
</tr>
<tr>
<td>PCI Life Test</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

III. CONCLUSION

It is planned to revise IEC 61000-4-24 and IEC 61000-5-5 to include maintenance-related testing and reliability testing.
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High-Frequency Electromagnetic Field Coupling to Infinite Single and Double Helical Wires
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Abstract—The paper deals with the problem of high-frequency electromagnetic field coupling to infinite single and double helical wires (twisted wires). Rigorous solutions using the thin-wire approximation are provided. The solutions are obtained through Fourier transformation and the results are expressed in terms of a series of Bessel functions, distinguishing common- and different-mode currents. Two classical cases of excitations, plane wave and lumped source, are further discussed.
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I. INTRODUCTION

The necessity to consider the coupling of high-frequency electromagnetic (EM) fields with helical wires and twisted wires arise in different problems of EMC (antenna design, using twisted wires to reduce EM coupling, etc.), metamaterials, nanomaterials, and biology (e.g., DNA double helix). The methods applied so far are either restricted to numerical methods, which do not allow gaining insight into the physics of the phenomenon, or are based on the transmission line theory, which breaks down at high frequencies, when the wavelength is about or smaller than the transverse dimensions of the helix.

In this paper, we present rigorous close-form solutions for the problem of electromagnetic field coupling to infinite single and double helical wires. The derivation is solely based on the thin-wire approximation.

II. RESULTS

We start with the Mixed Potential Integral Equations (MPIE) describing current and potential induced by an external EM field of arbitrary frequency on a thin wire of arbitrary form. The equations are then particularized to infinite single and double helical wires. Due to the helical symmetry of the wires, one can introduce one natural length for the case of a twisted helix pair, simplifying the corresponding MPIE. Moreover, this symmetry makes it possible to write separately MPIE equations for the common (CM) and differential (DM) modes, which in this case are decoupled.

Due to the helical symmetry of the wire’s geometry, the kernels of the MPIE depend only on the differences of arguments (natural parameters), which make it possible to solve it by Fourier transformation for any arbitrary excitation. The corresponding solutions contain Fourier integrals in terms of a series of Bessel functions. We expressed these integrals in terms of a series of Bessel functions.

The results are validated by comparison with numerical solutions. The limiting cases of a straight wire and the low-frequency transmission line approximation can be readily obtained from the derived general equations. Using the derived equations, we investigated the excitation of an infinite helical wire considering two classical cases: (i) plane wave excitation, and (ii) lumped-source excitation. For a plane wave excitation, the inverse Fourier transformation can be performed analytically. In contrast to the case of a straight wire over a conducting plane, the result contains numerous forced waves that are significant across various frequency ranges. This phenomenon arises from the periodic nature of the system.

To calculate the spatial distribution of the current in the case of a lumped source excitation, we employed numerical inverse Fourier transformation. The investigation reveals that, similar to the case of straight wires, multiple current modes emerge near the source. The high-frequency modes decay with distance, leaving only the long-range mode, akin to the TEM mode of a lumped excitation of DM currents along a pair of parallel straight wires. However, this mode exhibits distinct characteristics compared to the TEM mode, particularly concerning the propagation constant. At low frequencies, when the wavelength is larger than the wire spacing, the complex wave number, which characterizes the propagation, has a very small imaginary part. As a result, the transmission line approximation remains valid. However, beyond a certain frequency the imaginary part of the wavenumber increases rapidly, leading to the emergence of additional high-frequency long-range modes. The zoning structure of current wave propagation (allowed and forbidden zone) is linked to the periodic nature of the investigated structure, and is similar to the findings in [1], where the SEM frequencies for finite helical wires exhibit extremely large imaginary part.

In future research, understanding the forced waves and propagation constant of the long-range mode could lay the ground work for developing asymptotic methods for analyzing DM propagation along finite twisted wires, similarly to the methodology applied previously for analyzing straight long wire above ground in [2].
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Characterization of the Wave Propagation Generated by an Indoor EMP Simulator
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Abstract—This research investigates EM wave propagation within a removable EMP simulator housed in a Semi-Anechoic Chamber (SAC). By integrating findings from experimental setups and computer simulations, the study aims to understand the EM wave propagation within the modular system with its distinct architecture and dimensions. This contribution is pivotal for advancing electronic resilience against EMP threats and paves the way for innovative testing solutions in EMC evaluations.
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I. INTRODUCTION

High Altitude Nuclear Electromagnetic Pulse (HEMP) challenges modern electronic systems, primarily due to its ability to generate EM fields of immense strength and rapid rise times. The implications of such pulses on critical infrastructure and sensitive electronic equipment have driven extensive research into understanding HEMP effects. This paper introduces a novel exploration into the wave propagation phenomena within an Electromagnetic pulse (EMP) simulator inside a SAC (23 m x 18 m x 7 m). Despite the vast body of research on EMP and its effects, the propagation of electromagnetic waves under such conditions remains unexplored or confidential thus not published in the scientific community. Our study aims to bridge this gap by providing an analysis of wave behavior, leveraging both simulation models and measurement data to characterize the electromagnetic wave propagation within the SAC.

II. METHODOLOGY

Our study aimed to examine wave propagation of an EMP simulator inside a SAC, which complies with MIL-STD-461G and IEC61000-4-25. We used a 520 kV Marx generator with a 2 ns rise time. The setup consists of thirty lines connected to a resistor array, totaling 110 ohms, across the SAC. In the CST Microwave Studio simulation, we placed 401 E-field probes. In the measurement, one voltage and three D-dot probes were used simultaneously for each measurement scenario. The voltage probe and one D-dot probe were fixed in position for reference with 9.74 m between them. The D-dot reference probe’s location is considered in the middle of the test volume based on previous work where the test volume was verified [1]. The data is discarded when the measurements at the reference probe do not satisfy the standard MIL-STD-461G in terms of rise time, field magnitude, and pulse duration [2]. In total, there were 54 experimental measurements for the voltage and reference probes.

III. RESULTS

To ensure the consistency of the system, the delta between the time at the peak of the voltage probe and the time at the peak of the reference probe was analyzed statistically. Figure 1 shows a consistency in the measurement. When we compare the mean of the 54 measurements to the simulated value (which is 33.83 ns) of the delta peak time, we get an error of less than 1%. Comparing the delta peak time of the measurement with the theoretical value (which is 32.499 ns) we see an error of around 4.2%. In theory it takes 89 ns for the reflection from the wall to reach the reference probe. In simulation it takes 91 ns for the reflection to reach. In measurement it is 85 ns.

IV. CONCLUSION

Analyzing the results helps us understand the waveform better, including the effects of reflections on the waveform of the EMP simulator. Investigating the reflections further will allow a better understanding of the wave characteristics falling out of the standard and thus having a better definition of the test volume. As mentioned earlier, the results were consistent with low error between measurement and simulation.
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Abstract—It is essential to build resilience of the electrical power grid and all interdependent critical infrastructure segments to natural and technology generated electromagnetic interference (EMI). The sources of EMP are referenced, including the evolution of environment and test standards and their and use for development of protection and mitigation utilities. Established resilience definitions and processes are presented and their use as guiding principles for building resilience to critical infrastructure. 5R Resilience™ is presented, based on Robust, Redundant, Resourceful, Response, and Recovery strategic principles for implementation. The design of EMP mitigation technology and devices is discussed for AC and DC power and communication networks.

Keywords: Resilience; electromagnetic pulse (EMP); high-altitude nuclear EMP, intentional EMI; directed energy weapons (DEW); electronic warfare (EW); Geo-magnetic disturbance (GMD); solar corona mass ejection (CME).

I. INTRODUCTION (HEADING 1)

The term electromagnetic pulse (EMP) is used to describe a transient burst of electromagnetic energy and the associated electromagnetic disturbances due to energy coupling to conductive surfaces and lines. It is a high-intensity electromagnetic field generated by technology-based or natural sources: a nuclear bomb detonation at high altitude, a directed energy system for high-power EM generation, other devices for IEMI, space weather as a result of solar coronal mass ejection (CME), gamma rays, and other cosmic phenomenon resulting in Geomagnetic disturbance (GMD) and large scale EMP effects. (Fig. 1).

II. RADIATED AND CONDUCTED EMP

A. High-altitude Nuclear EMP

Unlike natural phenomenon, the HEMP comprises more complex time and frequency domain characteristics, and it is considered as a multi-pulse event, described in terms of sequence of three components, defined by the International Electrotechnical Commission (IEC) as E1, E2, and E3 phases (Fig. 2).

Figure 2. HEMP waveforms in time and frequency domain.

B. Building Resilience of the Electrical Grid to EMP

Table 1 illustrates the technical and socio-economic aspects of building electrical grid resilience to mitigate vulnerabilities to EMP with design and deployment of protection systems and post-event response and recovery processes [1, 2].

Table 1. The 5R of Resilience and their socio-economic impact.
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Abstract— Solid-State Transformers (SSTs) are subject to intensive research and development. Based on current technological advancements, SSTs form a promising replacement of low frequency transformers (LFT) on medium and low-voltage AC or DC grids (MV/LV). SSTs offer a smaller form factor implementations and high efficiency with the integration of new functionalities and services. The interface between MV and LV grids imposes multiple electrical stresses, resulting to failures of the SSTs and, respectively, continuous efforts for optimization of existing topological configurations and development of new improved designs. This paper identifies the possible utilization of SSTs for building resilience of MV/LV grids to electromagnetic interference (EMI) using enhanced surge protection of SST modular circuits. Analyzes of currently used protection mechanisms of SSTs are discussed and proposed protection schemes are adapted to provide resilience against the effects of natural and technology-based electromagnetic pulse (EMP).

Keywords: Solid-state transformer (SST); electromagnetic pulse (EMP); high-altitude nuclear EMP, intentional EMI; Magnetohydrodynamic induced current (MIC); Medium and Low voltage grids; Smart grid; Electrical grid resilience.

I. INTRODUCTION
The technology progress, based on wide-bandgap semiconductor materials, has led to the development of high-power components and realization of Solid-State Transformers (SSTs), where the power conversion is realized with a medium or a high-frequency link, replacing the large, low frequency transformers (LFT). SSTs provide a promising solution to achieve voltage transformations in a compact and flexible manner [1]. Many SST topologies have been proposed since it was first patented in 1970. Nevertheless, all topologies can be grouped into four types, as shown in Figure 1.

<table>
<thead>
<tr>
<th>Type I</th>
<th>Type II</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Type I Diagram]</td>
<td>![Type II Diagram]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type III</th>
<th>Type IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Type III Diagram]</td>
<td>![Type IV Diagram]</td>
</tr>
</tbody>
</table>

Figure 1. Solid-state transformer topologies.

The SSTs are also grouped in categories, based on common design approach and derived combinations: single cell, matrix type, isolated back or front end, and isolated modular multilevel converter. SSTs are aimed to interface the MV AC grid (6–36 kV) with LV AC or DC grids (50–400V). SSTs achieve a high efficiency conversion from AC to DC, while allowing power flow control, active filtering, reactive power compensation, direct connections of DC/DC converters using a more efficient and simpler network, increased power carrying capacity to admit more distributed energy resources (DERs), electric vehicles (EVs) charging stations, mix of the energy sources and storage system, etc. SSTs provide an optimal interface between DC and AC networks, becoming a key enabler to the introduction of DC and hybrid DC/AC grids with enhance monitoring, protection, control, and respectively better resilience and management.

II. SSTs SOLUTIONS FOR THE SMART GRID

A. Main Problems of Current Power Transformers
The low-frequency power transformers currently in use present problems to the new paradigms proposed by the smart grid (SG):
- they are large and inconvenient for high-density urban areas.
- they are not able to control the power flow.
- they have a limited voltage control in discrete steps and within a reduced voltage range.
- the primary and secondary sides share the same frequency, constraining the interconnection between two different grids.
- not modular, single large device and a single point of failure.

B. Advantages of SSTs
Waveform Quality - deviations and disturbances in one side are not transmitted into the other side.
Voltage and Frequency Regulation - energy balance between primary and secondary side.
Reactive Power Injection – controlled converters at each side, allow an independent control over the reactive power.
Power Flow Control - ability to work as a voltage or a current source.

Black-Start and Protection - an actuation time in the order of microseconds for time and thresholds programmed control according to the use-case requirements.
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Abstract—We extend the Random Coupling Model (RCM) from the frequency domain into the time-domain. The RCM makes predictions for the coupling of electromagnetic radiation into complex over-moded structures, and the statistics of induced voltages on loads inside that enclosure. This extension allows treatment of time-varying load impedances, short orbits, and nonlinear objects located inside the enclosure. We compare time-domain RCM predictions to the measured statistics of time-domain signals in scaled complex structures.

Keywords- induced-voltage statistics, random coupling model, microwave scattering.

I. INTRODUCTION

The goal of our work is to obtain a detailed statistical description of induced voltages and currents in susceptible objects located inside complex scattering environments, such as aircraft, ships, buildings, etc. The Random Coupling model (RCM) is a promising candidate for such a statistical description as it has been demonstrated to explain the statistical properties of electromagnetic radiation inside an individual over-moded complex enclosure [1] as well as a network of such enclosures [2]. The RCM considers electromagnetic waves that enter the enclosure through one or more ports and apertures. Statistical predictions are enabled by identifying three system-specific features: (1) the radiation impedances of the ports and apertures of the enclosure, (2) the dimensionless loss parameter ($\alpha = k^2 V/(2\pi^2 Q)$), where $k = \omega/c$, $V$ is the volume of the enclosure, and $Q$ is the quality factor of a typical mode in the system) that governs the statistical fluctuations of the system impedance matrix, and (3) prominent “short orbit” signals that travel directly (or with one bounce) from the input port to the output port.

RCM is a frequency dependent model and consequently

any and all experiments have been done exclusively in the frequency domain. Recently, this work has been expanded to the time domain where an explicitly time-dependent version of the RCM, called TD-RCM, was produced [3]. The TD-RCM allows for more complex modeling of wave dynamics and permits extraction of new information that could not be previously obtained with the RCM. For example, the TD-RCM allows for early-time short-orbit signals to be considered and added to simulations. It also allows for the incorporation of time-varying port load impedances, which again the previous RCM could not do. Finally, the TD-RCM allows treatment of nonlinear objects inside the enclosure, such as microwave diodes, and this has been used to successfully model the behavior of a microwave-cavity-based reservoir computer, capable of processing complicated high-speed data streams [4].

Currently, we are testing the TD-RCM experimentally through microwave and mm-wave experiments on complex enclosures with movable perturbers. The results for the statistics of induced voltage in a port as a function of time after pulse excitation are examined and compared to the predictions of TD-RCM simulations. In this talk we plan to briefly review the RCM with a focus on the TD-RCM. We will also discuss our associated experiments in detail, including how the microwave experiment is set up and how we acquire our results. We will end by discussing future directions for this work and potential applications.
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Abstract—Voltages are induced on a secondary circuit in a substation owing to the operation of disconnectors and circuit breakers in a substation in addition to lightning strikes. The induced voltages may cause faults and malfunctions of sensitive electronic devices. In this study, we simulate a test platform of primary and secondary circuits in a substation using an electromagnetic transient analysis code developed on the basis of the hybrid technique of the three-dimensional finite-difference time-domain method and transmission-line theory. Then, we calculate voltages induced on the control cable by switching transients in the primary circuit with a rise time of several nanoseconds, and compare the calculated results with measured waveforms for validation.

Keywords-FDTD method, substation, secondary circuits, switching transient

I. INTRODUCTION

When disconnectors and circuit breakers are operated, switching transients occur in the primary circuit of a substation. Then, voltages are induced on the secondary circuits in the substation owing to the effect of the ground potential rises of the grounding structure, electromagnetic coupling, and surge transition at instrument transformers, which may cause malfunctions and faults of electronic devices in the secondary circuits [1]. To protect electronic devices from electromagnetic disturbances, it is useful to simulate switching transient phenomena and design effective protection measures. In this study, using the hybrid technique of the finite-difference time-domain (FDTD) method and transmission-line (TL) theory, we calculated voltages induced on a control cable in a test platform of primary and secondary circuits in a substation by simulating steep-front switching transients in gas-insulated switchgear (GIS), and we compared the calculated results with measured waveforms for validation.

II. SIMULATED AND MEASURED RESULTS

Fig. 1 shows the test platform of primary and secondary circuits in a substation, which was mainly composed of a grounding grid, a GIS model comprising a gas-insulated bus model and voltage and current transformers (VT and CT), and a protection-relay unit. Here, the signal-output terminal of the VT was connected to the protection-relay unit via an unshielded control cable. We generated a steep-front switching transient with a rise time of 4.4 nanosecond in the primary circuit, which simulates switching transients caused by the occurrence of restrikes at a disconnector in a GIS, and then we measured voltages induced on the control cable at the protection-relay unit (point A in Fig. 1). In the simulations, we modeled the grounding grid, gas-insulated bus model, and circuit used for generating the steep-front switching transient by the three-dimensional FDTD method, whereas electromagnetic transient phenomena in the control cables were solved on the basis of the one-dimensional TL theory taking into account the effect of the surge transition from the primary circuit to the secondary one at the VT. As shown in Fig. 2, we confirmed that the calculated waveforms and frequency spectrum of the induced voltages agree well with the measured results.
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Abstract—This article presents the modelling method of a power lines HEMP protective device loaded by real impedances such as those of a flyback Switch-Mode Power Supply. This protective device is stricken by a high current/voltage conducted pulse, induced by the coupling of a High-altitude ElectroMagnetic Pulse (HEMP) on a global electric power distribution network. Some experiments have been performed on a power lines HEMP protective device to validate its model in LTspice simulation software.
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I. INTRODUCTION
Several studies show that the conducted parasitic current/voltage, of hundreds of amperes and several kilovolts, induced by the coupling of a HEMP on a global electric power distribution network, involves the destruction of the power supplies of equipment plugged to the grid [1]. To protect them, electrical systems have to be shielded in Faraday cages. To supply the cage, power lines HEMP protective devices are used. These devices are tested with specific conducted generators to measure the residual stresses at their outputs. They are often performed by loading the protective device with short-circuit or 50 Ω resistor: the residual stresses are perhaps not representative of the reality. Therefore, a modelling method is presented aiming to perform Monte-Carlo simulations of the global setup made by the injection source and a power lines HEMP protective device loaded by impedances of a flyback power supply. Different values ranges of load and protective device components are set to cover a large number of impedances and to get representative residual stresses.

II. SETUP MODELLING
A. Injection source
A specific Pulsed Current Injection (PCI) source is used to test HEMP protective devices. It generates a current pulse with a rise time < 20 ns, a half width time ~ 500 ns and 2 kA amplitude on short-circuit. This source has been modelled with its physical components.

B. Power lines HEMP protective device
A HEMP protective device permits to reduce the disturbance level under an admissible value mentioned in different standards such as MIL-STD-188-1-2.

The protective device first stage is a surge arrester allowing to disperse high currents due to HEMP. The second stage is a low pass filter, which attenuates the residual stress caused by the first stage. All passive components of the protective device have been modelled from impedances and saturation currents (for inductors) measurements. An uniform distribution has been used to specify each component tolerances (20% for inductors, 30% for capacitors) according to manufacturer specifications. The surge arrester has been modelled with the Pouncey-Lehr model [2], which has been adapted from measurements of ignition voltages in function of the pulse slope \( \frac{dv}{dt} \) at its terminals.

C. Flyback power supply impedances ranges
To define the impedances ranges for the modelling of flyback power supplies, impedances measurements have been performed in common and differential modes on 35 power supplies of various output powers (15 to 65 W) and output voltages (3.3 to 24 V). Two or three equivalent RLC circuits have been built in each mode to define high and low envelopes of the impedances, which include all the impedances measurements. The different values of RLC components have permitted to define the impedances ranges to use in simulation with uniform distributions. “Fig. 1” presents the global simulation.

III. CONCLUSIONS
This paper presents a modelling method of a power lines HEMP protective device loaded by flyback power supplies. All components, including the surge arrester, have been modelled to allow performing Monte-Carlo simulation thanks to uniform distribution on each component. Before using this simulation to evaluate the residual stresses at protective devices output, some models, such as the surge arrester one, must be improved and residual measurements have to be performed on the power supply when it is in operation.
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Abstract — The new electricity grid is a significant technical shift in how we generate and distribute electrical energy. The new grid describes the future of the modern electricity grid that is larger, increasingly smart, with less distinction between generators and consumers.

Fundamentally the shift is the integration of vast amounts of non-linear solid-state devices in both generation and distribution spread over a wider area. This change introduces different technical challenges concerning the grid's resilience to HEMP (High-altitude Electromagnetic Pulse).

Non-linear devices are pivotal in integrating non-synchronous generation into the grid. Their relative fragility however can make the systems that are built from them and which depend on their power vulnerable to disruption from HEMP without additional protections such as filters.

Electromagnetic pulses, whether from natural sources like solar flares or man-made sources like nuclear detonations, pose a significant threat to electrical and electronic systems. The old electricity grid, centralised and primarily electromechanical, exhibited a different set of vulnerabilities compared to the new electricity grid. The new electricity grid's reliance on solid-state devices, spread across a more extensive geographic area, presents HEMP vulnerabilities that differ in both size and shape.

This paper discusses some of the additional complexities and vulnerabilities associated with HEMP in the context of the new electricity grid. It underscores the imperative for continued development and implementation of HEMP protection measures for the electricity grid and end consumers.

The evolution from the old electricity grid to the new presents a complex challenge, requiring innovation. Addressing these challenges requires a concerted effort from engineers, policymakers, and the public to ensure that the grid's transition does not come at the expense of its HEMP resilience.

HEMP; infrastructure; filtering; renewables; transistors

I. INTRODUCTION

The new electricity grid, characterised by its heavy reliance on renewable energy sources and decentralisation, is already significantly in existence on a small-scale in regions leading in renewables and decarbonisation. This paper aims to prime the reader on the HEMP vulnerabilities of commonly used active devices, assess the broader system-level susceptibilities that incorporate these devices, and discuss the potential impacts on the electricity grid. By identifying these vulnerabilities, the paper aims to highlight the importance of developing and implementing effective mitigation measures to safeguard critical grid consumers against HEMP threats.

• A review of HEMP induced equipment failure.
• Review of the current direction of travel on Grid evolution and consumers.
• A discussion about the potential changes to vulnerability of this course.
• Possible mitigations.
Propagation of HEMP conducted disturbance inside a building electrical network
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Abstract—This paper presents an experimental investigation of disturbance propagation inside building electrical grid. A conducted current disturbance induced by the coupling of a E1 high-altitude electromagnetic pulse is studied. Elements influence of low voltage grid and propagation in electrical conductors is analyzed to correctly anticipate the amplitude of parasitic current at equipment input. Our setup is representative of a domestic installation.
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I. INTRODUCTION

Intentional Electromagnetic threats such as High Altitude ElectroMagnetic Pulse (HEMP) are able to generate electrical disturbances. In fact, HEMP couples efficiently on aerial lines of the electricity distribution network producing parasitic currents/voltages of several hundreds of amperes and kilovolts. This induced parasitic involves disturbances and even destruction of the different electronic devices plugged to the grid [1, 2]. In case of HEMP scenario, it is important to understand the impact of electrical grid of a building, industrial or domestic, on the current disturbance propagation to electrical devices input. This paper presents conducted experimentations on a developed model of house electrical grid.

II. EXPERIMENTAL CURRENT INJECTION

A Pulsed Current Injection source (PCI) is used to inject in common mode the resulting conducted current according to MIL-STD-188-125-1-2 (short pulse) at the input of low voltage grid model. This electrical grid model, presented in “Fig. 1”, is representative of a low voltage distribution network of a house, composed by electricity meter, 500 mA circuit breaker and switchboard from which 4 lines go to power equipment (L0 to L4). Each line of 3 conductors (Phase, Neutral, Protective Conductor) presents different characteristics (flexible or rigid material, sheathed cable or individual conductors, length, section).

To simulate equipment impedances connected at the end of each line, purely resistive impedances, representative of “small signal” power supply impedances, are plugged (“Fig. 1”). Current measurements during injection have shown the minor influence of own conductors characteristics (material, geometrics, and section). However, resulting current amplitude at equipment input depends on the conductor length, on the ground of the considered network, on the injected disturbance at the building electrical grid input and on the equipment impedance at the end of line.

III. CONCLUSION

This paper contributes to understand the impact of the different elements constitutive of an electrical distribution network to correctly anticipate the conducted parasitic currents at the equipment input and so, be able to predict the electronic equipment failure level using simulation tools.
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\textbf{Abstract}—Electro Magnetic Pulse (EMP) protection circuits include the surge arrester spark gaps, delay inductors and nonlinear resistive elements such as Metal Oxide Varistors (MOV). MOVs are designed to absorb the energy content of lightning pulses which have a pulse risetime of a few microseconds. Thus, the fast risetime of the E1-type pulse of a few nanoseconds is unsuitable for MOVs. Serial inductive elements may be used to slow the E1 pulse shape to allow for the efficient use of MOVs in this application. Additionally, spark gap-type surge arresters may be used to limit the peak level of the pulses. EMC filters have limited geometrical constraints for their shielded cases. To fit these additional elements for EMP hardening in front of the EMC filter, an optimization on element values is required. In this work, a simulation-based design is developed in LT Spice and experimental data is obtained for comparison by a prototype E1 pulse generator developed in UNM’s APERIODIC Lab.

\textbf{Keywords}—EMP, Pulse Generator, MOV, Spark Gap, EMC Filter

\section{INTRODUCTION}

System level EMP hardening requires a combination of shielding, filtering, and grounding of the targeted infrastructure. To check the performance of each component, EMP generators are used per related standards. The conducted version of the EMP test protocol is specified by MIL STD 188-125-1 \cite{1}.

E1-type pulse shape has a risetime less than 20ns and a FWHM parameter between 500 and 550 ns. To absorb the energy content of this fast risetime and relatively long pulse duration pulse shape at the Point of Entry (POE) of the infrastructure, a special combination of protection elements is required. A well-known absorbing element is a voltage dependent, nonlinear resistive component known as a metal oxide varistor (MOV). MOVs are designed to absorb natural insults such as lightning strikes in microsecond region therefore not suitable for faster rise time E1 type EMP shape unless an inductive element is used before the MOV component to slow down the rising time. The effect of MOV in EMC filters against E1 Pulse is given in \cite{2}.

In this work, the effect of the inductive element added in front of the MOV is investigated for EMP hardening of EMC filters. Since the size of the outer metallic shield is fixed for high current EMC filters, the design of the inductor is critical. To alleviate this design obstacle, a surge arrester spark gap element is added as a protection element to decrease the energy content of the E1 type pulse. The concept is investigated first in simulation using LT Spice using a validated spark gap model \cite{3}. To compare the simulation results, a Marx generator with a peaking switch has been constructed to produce the conducted E1-like pulse shape. The simulated of Marx output is compared with the measured result with peaking circuit (Fig.1)

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1.png}
\caption{Results of simulation (red) and measurement (blue).}
\end{figure}

The effect of delaying inductive element is given in Fig.2. Performance of the EMP hardening circuit including MOV and delay inductor elements measured at the output of the filter over 2-ohm resistor to ground. The effect of a surge arrester spark gap element on the residue current level is shown. (Fig.3)

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig2.png}
\caption{The effect of a 10uH delay inductor on pulse output (blue), compared to the circuit without an inductor (red).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3.png}
\caption{Residue current level of the EMP hardening circuit with (blue) and without (red) the surge arrester spark gap.}
\end{figure}
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Abstract—This document presents a brief description of active research lines currently under study at UNM’s Aperiodic labs on solid-state High-Power switches and latest experimental results.

Keywords—solid state, pulsed power, PCSS, DSRD, FID, SOS.

I. INTRODUCTION
With the evolution of semiconductor manufacturing techniques over the last few years, solid state devices capabilities have grown in terms of power handling, commutation speed and efficiency; not only new materials are implemented but new devices are proposed, broadening the applications where solid-state devices can be used. As well as many other technology areas, high power pulse generation is starting to migrate into solid state due to the growing availability of devices that can be used as high power, low-jitter, fast switches. At Aperiodic Labs at UNM, some of these new devices are currently under study. Device physics along with solid-state pulsed power generators are being explored in collaboration with multiple National Labs.

II. PHOTOCONDUCTIVE SEMICONDUCTOR SWITCH (PCSS)
Originally developed at Sandia National Labs (SNL), the PCSS is an optical activated switch able to operate in two different modes. The first mode is called linear due to the linear dependence between the intensity of incident light that interacts with the switch and the amount of current that conducts through its terminals. On the other hand, the second mode is known as non-linear or “lock-on mode” for which the incident light pulse triggers an avalanche generation of carriers causing the PCSS to latch (Lock-on) until the current provided by an external circuit extinguishes. Unlike linear mode, lock-on was only reported in semi-insulating GaAs and InP based devices and it was considered elusive for wide-band gap semiconductors such as GaN [1].

Recent studies in collaboration between UNM and Sandia National Labs (SNL) collected evidence of Lock-on in lateral GaN based PCSS using different wavelength sources from 532nm to 1050nm near-IR.

III. FAST IONIZATION DINISTOR (FID)
Since the first observations of shock ionization waves on semiconductors, multiple devices have been developed using this phenomenon as driving principle for closing switches. Contrary to avalanche transistors, FIDs are capable of handling currents of few kA while reaching sub-nanosecond switching times that makes them especially attractive candidates to replace high power gas switches such as thyatrons due to their remarkable features and long lifetime.

Long term projects between several American research institutions including UNM, are currently working on the study and design of FID-based sub-nanosecond High Power generators.

IV. SOLID-STATE OPENING SWITCHES
Even though traditional pulse power paradigms recur to capacitive energy storage to produce high power pulses, inductive energy storage has always been attractive due to its higher energy density capabilities; nonetheless, due to the nature of inductive circuits they generally require opening switches capable of interrupting high currents in order to generate high power pulses.

DSRDs are semiconductor devices initially introduced by the Ioffe Institute [2, 3] that can interrupt high current densities in a few nanoseconds. Their operation principle relies on the extraction of charge previously injected in a forward biased diode rather than mere carrier recombination. Due to their underlying physics some of these components operate faster with higher current densities, making them suitable for MW-GW pulse generation.

UNM’s Aperiodic labs is currently working on SPICE modeling and characterization of these devices in collaboration with multiple National laboratories, these efforts are expected to result on a suitable design tool for multi-MW generators design.
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Abstract—This study aims to investigate cavity slow-wave structure (SWS) topology optimization methods computationally. The focus is on increasing the structure's bandwidth, gain, and efficiency through design optimization while considering manufacturing constraints. A sinusoidal cavity design working in X-band is parameterized and subjected to two topology optimization techniques: the Level Set Method (LSM) and Adjoint Variable Method (AVM). An iterative simulation process compares both methods to identify the most feasible technique for improving the addressed figure of merits.

Keywords- adjoint variable method, level set method, slow wave structure, topology optimization

I. INTRODUCTION

Designing and optimizing cavity based slow wave structures are critical for the operation of backward wave oscillators (BWOs) and traveling wave tubes (TWTs). The design of the SWS influences key performances parameters in both the BWOs and TWTs, such as the frequency of operation, gain, output power, and efficiency[1].

For this study, an slow wave structure(SWS) working in X-band, similar to the one presented in [2] was chosen as the reference design (see Figure 1). The cavity is composed of 9 periods, with a total length of 14.14 cm. The periods are equally spaced, with a distance of 1.29 cm.

Figure 1 Sinusoidal cavity slow wave structure.

Due to the complex interaction of electromagnetic phenomena involved, present design methods can often fall short in meeting the increasing demands for broader bandwidth and efficiency.

This study aims to leverage topology optimization to enhance the performance of cavity based slow wave structure in the X-band frequency regime.

Topology optimization (TO) is a computational design technique that optimizes a structure’s topology within a given design space with a goal to minimize or maximize specific performance parameters. TO is preferred than traditional methods because it allows greater design freedom. Various possibilities can be explored by TO. This design freedom can enable the discovery of novel SWSs that can outperform traditional SWSs.

II. PROCEDURE

This study focuses on refining a pre-existing cavity. The objective is increasing the structure’s bandwidth, gain, and efficiency which are the figures of merits of the structure. The design is parameterized and subjected to two topology-optimization methods. Each optimization method is assessed for its feasibility to enhance the figures of merit while maintaining dimensional and manufacturing constraints.

Two methods are explored, the Level Set Method (LSM) and Adjoint Variable Method (AVM). The LSM was reported to be successful for optimizing the topology of waveguides in [3]. On the other hand, AVM offers computational efficiency by calculating the sensitivity of the objective function.

Through iterative simulation, both methods are compared to identify which yield to better outcomes in the specified figures of merit while considering manufacturability and size constraints. The comparative analysis aims to pinpoint the most feasible optimization techniques for slow wave structures. The preliminary results will be presented at the conference.
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Abstract—This paper discusses and reviews the reasons a combination Filter/ESA is recommended for the mitigation of conducted disturbances such as the E1 and E2 pulses from a HEMP and IEMI. We begin with a brief explanation of HEMP and IEMI for the newcomer to the subject and the reason for treating all electrical POEs. The paper will discuss the design concepts and standards for HEMP/IEMI protection filters, filter design topology and important considerations in selecting the appropriate components. The paper will also discuss the commercial and military grade standards used for verifying the suitability of a Filter/ESA combination for meeting the E1 and E2 mitigation requirements. Finally, the paper will address recent changes made to the military grade standard MIL-STD-188-125-1 and what challenges this presents to the Filter industry.
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Abstract
This presentation provides insights into recent advancements in high-power microwave (HPM) technology, showcasing innovative approaches to enhancing key characteristics. Furthermore, it explores both the current state and future prospects of HPM technology. Keywords, High-power microwaves (HPM), HPM sources, EMP, DEW

I. INTRODUCTION

High-Power Microwave (HPM) technology has undergone significant advancements, notably in recent years, characterized by intense bursts of microwave radiation. Utilizing advanced devices like vircators and relativistic magnetrons, HPM systems efficiently convert energy into radiated electromagnetic energy, finding widespread use in disrupting electronic equipment, particularly in military applications. Recent breakthroughs in electromagnetic wave-generating devices, especially those utilizing electron beams, have broadened their applicability, driven by the demand for innovative direct-energy weapons amidst modern electronic complexities. In this context, HPM technologies play a crucial role, capable of creating artificial electromagnetic environments to harm electronic devices through the intentional generation of electromagnetic pulses (EMPs), exhibiting precise targeting, adaptability to diverse conditions, and versatility across various platforms.

II. KEY CHARACTERISTICS

In the realm of High-Power Microwave (HPM) technologies, crucial characteristics define the capabilities of HPM sources for RF-directed energy weapons (DEWs). Figure 1 illustrates the RF power versus frequency relationship for solid-state devices and HPM vacuum electronic devices (VED), with dashed blue and thick red lines representing the high-power and average-power frontiers. DEWs utilize radiated waves or beams of microscopic particles, drawing from various electromagnetic sources, including lasers, charged particle beams, radio frequency devices, and HPMs. Within HPM technologies, devices such as magnetically insulated line oscillators, relativistic magnetrons, and relativistic backward wave oscillators (RBWOs) play pivotal roles. Flexible frequency tuning ensures adaptability crucial for dynamic electronic warfare, while downsizing enables deployment across vehicles, drones, and aircraft, enhancing operational versatility. Phased-array antennas and digital beamforming optimize targeting accuracy, while advancements in radiation precision and control maximize target engagement capabilities. Safety protocols and fail-safe mechanisms mitigate risks, ensuring responsible use. The exploration of space-based applications unlocks strategic possibilities, including satellite defense and directed energy initiatives.

Figure 1. Domain of HPM
(Sun-Hong Min et. al., Effects on electronics exposed to high-power microwaves on the basis of a relativistic backwardwave oscillator operating on the X-band, Journal of Electromagnetic Waves and Applications, 31:17, 1875-1901 (2017))
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CenterPoint Energy's Resilient Digital Substation Module (RDSM) program is a forward-thinking initiative spanning 12 years, featuring a dynamic 10-year deployment plan. This initiative is crafted to bolster grid resilience, offering agility in response to financial constraints or opportunities for acceleration. Through a meticulously structured phased approach, CenterPoint Energy's standardized design framework ensures seamless deployment, optimizing resource allocation and risk mitigation. Moreover, by harnessing the utility's extensive expertise and cutting-edge technology, the RDSM program fosters innovation in substation deployment practices. As a testament to its commitment to modernizing grid infrastructure, CenterPoint Energy's RDSM initiative not only enhances resilience but also champions adaptability and scalability in the face of evolving energy landscapes, thereby ensuring the sustainability of energy provision for communities served.
Evolution of CenterPoint Energy's Resilient Digital Substation Module (RDSM): Enhancing Reliability and Efficiency through Design Innovations

Author: Ryan Marietta, P.E. Eric Easton, PhD P.E.

CenterPoint Energy's Resilient Digital Substation Module (RDSM) has undergone significant evolution in design, aimed at improving reliability, efficiency, and maintenance. Initially employing multiple bolted connections, the RDSM has transitioned to a streamlined design featuring a minimized number of bolted and compression connections. This transition has reduced installation complexities and potential points of failure. Furthermore, notable improvements have been made in the main module's design, including the integration of a single-piece sub-enclosure. This innovation optimizes ingress protection and ensures seamless integration of components into the main module, enhancing overall system robustness and operational resilience.

Looking ahead, the focus shifts towards future design enhancements aimed at further bolstering reliability and reducing system wear. One such prospect involves the revision of the door latching system to mitigate wear and tear, thereby augmenting the enclosure's longevity and reliability. This abstract provides an overview of the evolutionary journey of CenterPoint Energy's RDSM, highlighting key design transitions from its inception to its current iteration. By embracing innovative design strategies and anticipating future advancements, CenterPoint Energy continues to demonstrate its commitment to delivering resilient and efficient substation solutions in the dynamic landscape of energy distribution.
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Abstract—This work presents a practical implementation of a compact spiral generator for high-power electromagnetic systems (HPEM) applications. An analytical design is presented and validated via measurements. A prototype of a spiral generator with a 40 kV peak output amplitude and a 0.28 kV/ns rate-of-rise voltage is manufactured and tested in the laboratory.
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I. INTRODUCTION

Compact pulsed power systems generating nanosecond multi-kV high-voltage output are increasingly utilized in HPEM applications due to their numerous advantages, such as their portability, reduced footprint, and energy efficiency[1]. Recently, compact spiral generators have been an attractive alternative to traditional pulsed generators, such as the Marx and pulsed transformers, due to their ease of construction and reduced number of input switches to generate a high-voltage output waveform [2][3]. In this work, four different geometries of spiral generators are built with copper widths of 15 mm and 25 mm each, with thicknesses of 0.05 mm and 0.1 mm, respectively. The copper strips are wound on a molded nylon holder with inter-turn Kapton insulation for a 100 kV/mm dielectric breakdown strength. We study the effects of the copper widths on the efficiency, as well as the amplitude and shape of the output pulsed voltages of the generator. A spiral generator with a peak output amplitude of 40 kV and a 0.28 kV/ns rate-of-rise voltage is designed and modeled. The presented prototype has been experimentally tested to verify the analytical design.

II. DESIGN OF THE SPIRAL GENERATOR

The equivalent circuit model of the spiral generator is shown in Figure 1(a). It comprises the input switch, represented as inductance (L_i), and the load, which is a combination of inductance (L_L), resistance (R_L), and the capacitance (C_L). The total inter-turn capacitance and the spiral inductance are represented by C_0 and L_N, respectively, which are calculated as [1]

\[ C_0 = \varepsilon_r \varepsilon_0 \frac{2W}{2t} \]
\[ L_N = k' \frac{H_L \pi d_L^2 \mu_0}{2\pi} \]

Where W is the width of the copper tape, t is the thickness of the single insulation layer, \( \varepsilon_0 \) and \( \mu_0 \) are the permittivity and permeability of the free space, respectively. \( \varepsilon_r \) and \( k' \) determines the geometric losses; in this paper, the \( k' \) is 0.195. The first design aimed to reach a 40 kV output voltage with a 20% multiplication efficiency [i.e. the ratio \( \frac{V_{out}}{2\pi \mu_0 V_{charge}} \)]. In this design a copper strip 12.7 mm width and 0.05 mm thick is used. The insulation layer is Kapton with a thickness of 0.15 mm. The number of turns has been calculated to be 20 with a winding diameter of 100 mm. The calculated output inductance and capacitance were 142 \( \mu \)H and 24 pF, respectively.

III. EXPERIMENTAL RESULTS

A cylindrical Nylon holder, fabricated using in-house 3D printing technology, has been utilized in the winding process, ensuring precise control over the turn diameter, and minimizing errors. A spark gap with a 5-kV hod-off voltage has been integrated across the input strips to trigger the generator, as depicted in Figure 1(b). Two voltage probes have been used to measure both the charging voltage and the output voltage. An open load output voltage of 39 kV, 60 ns rise time, and 93 ns pulse duration was measured when the spiral generator was charged to -5 kV, as shown in Figure 2. These results encourage the authors to extend the experiment to other types of loads, including resistive and capacitive.

![Figure 1. (a) Spiral generator circuit model. (b) Experimental setup of the spiral](image1)

![Figure 2. The experimental waveform of the input & output voltage](image2)
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Abstract—This work presents the design and preliminary experimental tests of a PFN-Marx generator for low impedance loads. A pulse forming network PFN approach is implemented at each stage of the Marx generator to widen the pulse length to 150 ns. The design and simulated results are presented along with experimental results on a 33.6 Ω load.
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I. INTRODUCTION
Pulsed high-voltage generators are the angular stone for a variety of scientific and industrial applications. The Marx generator, characterized by the parallel charge and subsequent series discharge of multi-staged capacitors, exhibits a nanosecond double-exponential output voltage waveform profile [1]. To drive high-power microwave (HPM) sources, the Marx’s output pulse must be widened to values of dozens of nanoseconds. The implementation of pulse forming networks, PFN, at each stage is one method to widen the pulse from a Marx generator [2]. This work presents the preliminary experimental results of a 12-stage PFN-Marx generator optimized for a 33.6 Ω load. A prototype of the generator is presented and experimentally verified.

II. DESIGN AND SIMULATION
The voltage across the load is designed to be regulated from 100 kV to 600 kV. The full width at half maximum (FWHM) of the output pulse should exceed 100 ns with a risetime of around 25 ns. The initial estimation of FWHM and impedance of PFN-Marx can be done as follows.

\[
T_{\text{FWHM}} = 2 \cdot S \cdot \sqrt{LC} \quad (1)
\]
\[
Z_{\text{PFN}} = N \cdot \sqrt{L/C} \quad (2)
\]

Where \( S \) is the number of capacitors in a single PFN and \( N \) is the number of PFN-stages. In this PFN-Marx design the four capacitors, each of 10 nF, are connected in series using two aluminum strips, and the inductance of these strips between two capacitors was estimated to be 35 nH. The total number of PFN stages is 12. From this data the expected value of \( T_{\text{FWHM}} = 150 \text{ ns} \) and impedance of complete PFN-Marx will be \( Z_{\text{PFN-M Marx}} = 22.5 \text{ Ω} \).

Prior to manufacturing, the 12-Stage PFN Marx generator was simulated in three stages. First, the circuit simulation using LT-spice, second, the electrostatic simulations of the 3D-structure for voltage breakdown analysis is done in Ansys-Maxwell, and third, the full wave simulation of the model is done using CST-Microwave studio.

III. EXPERIMENTAL RESULTS
The 12 PFN stages were assembled using the zig-zag design [2] to form a Marx generator as shown in Figure 1. The complete PFN-Marx was mounted on a trolley, so that it can be connected to a load easily. For diagnostics, a commercially available CVR and in-house developed Rogowski coils and V-dot sensors were used.

To characterize the PFN-Marx parameters, atmospheric pressure, each stage was able to hold-off 6.7 kV. From this analysis the equivalent inductance of the Marx is estimated to be 1.6 uH. A resistive load for higher pressure testing was chosen to 33.6 Ω, a more realistic value for a HPM source. The output voltage waveforms for different pressure values, ranging from 1 to 4 bar, are shown in Figure 2. A risetime of 23 ns, and a pulse width higher than 150 ns were observed. Further effort is being exerted to achieve a 300 kV voltage level across the load and will be presented at the conference.
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Abstract—In this paper, an amplifier system operating in the 1.5 to 1.8 GHz frequency range is presented. The saturated output power reaches 700 Watts and the Power Added Efficiency (PAE) is 49%. To our knowledge, the energy efficiency and compactness ratio is higher than any commercially available solution in the market.

I. INTRODUCTION

High power RF amplifiers are mainly used in mission critical RF applications where energy consumption and space requirements are of paramount importance. The Power Added Efficiency (PAE) is a key performance indicator of an amplifier which shows how efficiently a power amplifier converts a DC and RF input power to higher RF output power [1]. The energy efficiency of power amplifier system depends on the PAE of the high-power amplifier stage, PAE of the driver stage amplifier and the combining efficiency of the power combiner. Based on these principles, we introduce an L-Band, 700 Watts RF amplifier, supported by a compact and efficient Gysel power combiner [2] and two 400 Watts power amplifiers [3]. The whole system is compact, fitting on a 3U rack system.

II. ARCHITECTURE

The general architecture is shown in Figure 1. It consists of a 27 Watts driver amplifier, a 2 to 1 30 Watts power divider, two 400 Watts power amplifiers and a 2 to 1 Gysel power combiner. In addition, three GaN DC sequencer circuits are integrated in the system to drive the drain sides with 55 V and 16 A capacity and -5 V and -2.7 V for the gate sides. The combiner, the 27 Watts driver amplifier and the 400 Watts power amplifiers are built on the RT6035HTC substrate, to take advantage of the high thermal conductivity and dissipation efficiency.

III. MEASUREMENT RESULTS

The RF performance of the power amplifier was measured using LA1000 attenuator, Rhode & Schwarz NRX power meter and NRP18S-10 power sensor. A Rhode & Schwarz SMB 100A signal generator and Keysight N8737A DC power supply were used to provide necessary RF input and DC power for the amplifier system. The results are shown in Figure 2. The measured output power is 58.48 dBm and the Power Added Efficiency (PAE) is 49%.
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Abstract—This paper focuses on improving the discrimination ratio between target and clutter in Ground Penetration Radar (GPR) acquired data. The approach proposed involves using Artificial Neural Networks (ANNs) and Machine Learning (ML) techniques applied to GPR data to detect and classify the characteristic hyperbolic signature from specific buried objects, with a particular emphasis on Improvised Explosive Devices (IEDs), specifically improvised antipersonnel landmines.

Keywords—Ground Penetrating Radar (GPR), Machine Learning, Deep Learning, Improvised landmine.

I. INTRODUCTION

An IED is a device assembled in an improvised manner, incorporating explosive material or chemicals, intended to destroy, disfigure, distract, or harass. While it may include military stores, an IED is typically devised from nonmilitary components [1]. At its core, an IED includes essential components: a switch, a power source, an initiator, a container, and explosives [2]. Due to their nonstandard nature, IEDs exhibit diverse characteristics; for instance, their casings can vary from plastic pipes to wooden cases, glass bottles, or plastic cans. Furthermore, these explosive devices may contain substantial amounts of dielectric material like plastic beads, stones, bamboo, glass, and other nonmetallic components, often used as shrapnel.

IEDs operate on the same principle as industrially manufactured landmines, yet they differ from improvised devices in their use of military-grade materials and adherence to standard geometries.

II. GPR APPLIED TO LANDMINE DETECTION

In humanitarian demining operations involving Ground Penetration Radar (GPR), a comprehensive multi-stage process is undertaken. Initially, data acquisition occurs with an affordable and practical GPR system, aiming to determine the backscattered signal from the targets of interest. Subsequently, signal processing techniques are applied to mitigate unwanted return signals, commonly known as clutter, which may encompass reflections between the soil and the antenna, antenna effects, and other sources of interference. Following this, radar imaging generates an image to identify areas of interest or irregularities indicative of landmines or clutter presence.

Finally, the humanitarian demining process culminates in decision-making, a pivotal step crucial for discriminating between targets, effectively distinguishing landmines from other objects within the soil.

This study is focused into the humanitarian demining domain, incorporating an investigation that extends to the detection of IEDs through the use ANNs and ML techniques.

The use of ANNs enables the categorization of areas that potentially display characteristic reflection events from buried objects, such as IEDs. The multilayer structure of ANNs offers notable advantages, requiring minimal pre-processing of the data to attain optimal results in classifying areas with characteristic reflections. This capability enhances the overall effectiveness of the GPR system.

ML, a robust pattern recognition technique, is instrumental in identifying hyperbolic anomalies associated with buried targets. This application of Machine Learning substantially contributes to generating valuable information necessary for informed decision-making actions. The effectiveness of classifiers within this framework is closely linked to the ratio of IEDs to non-IEDs present in the training dataset.

Figure 1. Multi-stage process of GPR humanitarian demining.
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