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Abstract: Recent studies have shown a high interest in statistical methods dedicated to the 

prediction of the maximum confidence in simulation and measurements for electromagnetic 

compatibility and electromagnetic interference. In particular, it has been shown that one of the 

main issues remains the access to a number of samples leading to the estimation of the risks in 

regards to test set-up random variables. In this paper it is argued that a real-time bootstrapping 

module enables to optimize the number of experiments while estimating the maximum 

confidence level of the accessible samples mean contributions. 
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1. Introduction: needs for susceptibility testing improvement 

Several studies [1-6] have demonstrated that electronic devices are susceptible to intentional 

electromagnetic interferences (IEMI). In order to reduce the threat of IEMI to tolerable levels, 

adequate protective devices can be involved. Their design relies on an accurate estimation of the 

risk levels which is crucial for critical applications.  

 

Recently, the electromagnetic compatibility (EMC) community has shown a high interest in the 

estimation of the maximum confidence in simulation and measurement results as it may introduce 

a significant risk for the safety and security of critical infrastructures. Meanwhile, extreme values 

theory [7-8] and reliability analysis methods [9-10] have recently been proposed to overcome 

worst case challenges in EMC. Nevertheless, due to their complexity and the required number of 

experiments, the use of the mean contributions and safe margins are still recommended. In this 

context, the improvement of the estimation of the mean contributions of a physical quantity, as 

represented in Fig. 1 and their related maximum confidence levels become naturally important. 

 

During EMC analysis, it is commonly accepted that only a reduced number of experiments or 

measurements from the so called population are accessible due to cost and computation 

constraints in regards of numerous random parameters. Thus, one of the important aspects, 

depicted in Fig. 1, is the available set of measurements (later called sample). A statistical study of 

the sample (stochastic process) is required so that the mean contributions can be assessed.  

 

 

 

Figure 1: Probability density function of a sample S of a population P. 

In 1979, Elfron came up with the bootstrapping procedure [11] allowing the estimation of the 

maximum confidence of a sample S in regards of a population P. A first attempt dealing with the 

analysis of the conducted propagation of IEMI along the power network was proposed in [12]. As 

it was considered as a specific test case, this paper contains supplementary details about the 

classical bootstrapping procedure. 

 

 

Figure 2: Schematic of the accessible set of sample S of a population P. 
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In this study, the need of confidence intervals estimation for EMC studies is discussed. As a key 

contribution, it will be shown that a potential real-time bootstrapping module involved in the 

processing of measurements could lead to the optimization of the required experiments. 

 

The paper is organized as follows: in Section 2, the main lines of the three-step bootstrapping 

procedure are given. In Section 3, the benefit of the bootstrapping for the optimization of 

electromagnetic interference (EMI) and EMC tests is highlighted through two applications: an 

experimental radiated EMC test case and a conducted IEMI test case. 

2. Bootstrapping principle 

The bootstrapping procedure [11-16], introduced in 1979 by Elfron [11], is based on the 

derivation of new observations obtained by randomly taking a set of the original data (sampling 

with replacement). It can be mentioned that these methods are based on stochastic process, such 

as Monte Carlo, and do not require any additional information. The principle is based on a three-

step procedure defined by: 

 

1. New observations obtained by randomly taking a set of the original data S (sampling with 

replacement); the first step is to randomly generate with replacement new samples Si of size m 

from S considering each element of S with the same probability (1/m) in order to estimate the 

reliability of the sub-set S in regards of the population P statistics while obtaining their 

confidence level; 

 

2. The second step of the proposed approach refers to the definition of the statistical observable 

of the physical quantity; it will be defined as the mean µ and the standard deviation σ of the 

set Si of independent and identically distributed (IID) values; 

 

3. In order to perform such a task, we focus on the statistical observations convergence of the s 

sub-systems of the set of samples Si. After defining the observables, such as the statistical 

moments of the observations, the procedure is replicated s times (s = 1,000 as recommended 

in [16]) so that the representativeness of the measured samples by the s bootstrapped sets of 

samples can be studied.  

 

For preliminary experiments, the algorithm presented in Fig. 3 has been implemented. The main 

hypotheses are as follows: in classical EMC measurements a set of parameters are considered as 

random variables. The statistical moments of a physical observable are computed by selecting 

random configurations. 

  

For integrating the proposed algorithm in the measurement process, we consider a fully 

automated measurement set-up. Each new sample is directly saved in the dataset and can be 

directly processed. The bootstrapping procedure is applied each time a new sample is available. 

Based on the confidence interval convergence and the confidence interval requirement that could 

be defined by an EMC tester a new sample is measured only if required. The following section 

will illustrate validation process based upon bootstrapping algorithm. 
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Figure 3: Schematic representation of the implemented algorithms for Monte Carlo process and 

Bootstrapping method comparison in real-time. 

 

During classical EMC analysis, the number of experiments either simulated or measured is 

known to be a challenge due to computation and time costs. Classical approaches impose the 

estimation of the statistical moments convergence based on MC experiments. Nevertheless, it is 

argued hereafter that the measurements could be stopped as soon as a sufficient confidence level 

of the mean contributions or a quantile has been reached. In the next section, the benefit of the 

method is demonstrated through two applications related to EMC and IEMI threats. 

3. Application to EMC/EMI tests 

3.1 EMC radiated tests 

3.1.1 Measurement set-up 

This contribution relies on measurements achieved in Mode Stirred Reverberation Chamber 

(MSRC) from Institut Pascal embedded with a cabinet designed [17] from scratch. The goal was 

to manufacture a device allowing a precise control of several typical EMC parameters: slot, sizes 

of enclosures, location of subsystems (Fig. 4).  

 

As depicted in Fig. 4 and schematized in Fig. 5, a metallic enclosed box (2.1 m
3
) was achieved 

with a 0.2 x 0.8 m
2
 rectangular aperture at upper side. The developed moving systems allow 

moving an external trap (T), or an inner plate (P) jointly with a rotating unit (stirrer S) with high 

levels of precision (± 0.02 mm and ± 0.004° repeatability respectively for trap / plate and stirrer). 

 

The aim of this paper is to focus on the measurement of the mean power (Pr) received by a dipole 

(ETS Lindgren Model 3121C) inside the cabinet (slot entirely opened) with a spectrum analyzer 

ANRITSU MS2663C (9 kHz - 8.1 GHz) at frequency f = 778.5 MHz. 

 

A given power is injected in Reverberation Chamber (RC) via log-periodic antenna (ETS 

Lindgren Model 3144), the stirrer remaining in its initial position. Thanks to the automation of 

the whole process (geometrical moving and power measurements, [17]) thousands of data sets 

can be obtained.  
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Figure 4: Inner view of the experimental cabinet including external slot, moving plate and internal 

stirrer [17].  

 

 

Figure 5: Schematic representation of the experimental cabinet including external slot, moving plate and 

internal stirrer [17]. 

3.1.2 Classical application 

Despite all, the entire time dedicated to measurements may increase quickly due, for instance, to 

the standards requirements [18] for MSRC testing. In the following, thousand measurements 

(m = 1,000) will be considered, modelling a variation  10 mm of the moving plate (P) around its 

initial location. This may stand for intrinsic uncertainties of the enclosed system (cabinet) under 

environmental constraints (thermal, mechanical) during its normal operation. 

 

Considering the possibility of replicating the measurement process, it could be possible to 

analyze the mean and standard deviation confidence intervals by analyzing the variance of the 

obtained mean and standard deviation as illustrated in Fig. 6. It can be observed in Fig. 6 that 

1,000 measurements allow for a good estimation of the statistical moments (the variation is less 

than 1 % around the estimated mean contributions).  
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Figure 6: Mean and standard deviation of three set of random selections of measurement in regards of the 

length (m) of the samples. 

 

Nevertheless, in classical EMC testing due to the time constraints, it is clearly inappropriate to 

perform more than once a single test. Thus, the mean contributions are obtained from one sample 

only. Table 1 gives an overview of the mean contributions obtained from crude Monte Carlo 

(MC) computations to one sample as it is classically applied. 

 

Table 1: MC results 

Statistics Received Power (MC) in mW 

Mean 10.251 

Std 4.192 

 

Once the environment has been characterized, the analysis could lead to the hardening of a 

potential electronic device susceptible to parasitic field. Nevertheless, the lack of information 

about the mean confidence interval could lead to the underestimation of the risk. As a result the 

bootstrapping procedure presented in Section 2 is applied to the set of samples.  

 

 

Figure 7: Random selection (8 for graph readability) of samples applying the bootstrap to the received power 

mean in regards of the length (m) of the selected samples 

 

A first representation is proposed in Fig. 7 in which it can be observed the evolution of the 

received mean power for a set of random selection by bootstrap in regards of the length (m) of 

samples. It can be mentioned that the estimated means are quickly converging to a value around 
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10.258 mW. Similarly, Fig. 7 provides an overview of eight different assessments of standard 

deviation using the bootstrap. It can be also noticed that convergence rate is quick towards 

4.189 mW. 

 

 

Figure 8: Random selection (8 for graph readability) of samples applying the bootstrap to the received power 

standard deviation in regards of the length (m) of the selected samples. 

Using the random selections of samples by the proposed approach it is now possible to compute 

the confidence interval. Table 2 is obtained by applying the three-step procedure (section 2) to 

the measurements.  

 

Table 2: Results for Bootstrap (M=1,000) in mW 

Statistics 

Received Power (Bootstrap) in 

mW 

mean 

(s = 1,000) 

std  

(s = 1,000) 

mean 10.258 4.189 

Quantile 0.05 10.052 4.091 

Quantile 0.95 10.474 4.289 

 

The coefficient of variation (rate between standard deviation and mean) derived from Table 2 

validates the good convergence of the results both for the mean and standard deviation of the 

received power (respectively around 1.2 % and 1.4 %). The computed mean contributions by MC 

are 10.251 mW and 4.192 mW respectively. The last statistical moments computed with the 

bootstrap methods (i.e. mean, Fig. 7, and standard deviation, Fig. 8) are 10.258 mW with a 

confidence interval in [10.052; 10.474] mW and 4.189 mW with a related confidence interval in 

[4.091; 4.289] mW. It shows a good agreement between bootstrapped mean and standard 

deviation obtained with m = 1,000 comparatively to the corresponding statistical moments 

obtained with MC. Moreover, useful information about the confidence intervals, given by 

applying the bootstrap, is summarized in Table 2. The 0.05 and 0.95 quantiles’ assessment of the 

bootstrapped mean and standard deviation which show the confidence levels given from 

bootstrapped data.  

 

Finally, the bootstrapping procedure enables to enhance the statistical study of the mean 

contributions as it interestingly provides the related confidence interval. In the next Section, we 
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seek to involve the confidence interval as an alternative stop condition to the classical MC 

method. 

3.1.3 Application and validation on mean contributions 

In order to estimate the pertinence of the proposed approach, the convergence of the 

bootstrapping means and standard deviations are analyzed for each new value added to the 

original set of measurements. Thus, the length of the bootstrapped samples is taken in [2; 3; …; 

m = 1,000] where m denotes the length of the dataset (the number of samples involved in the re-

sampling process). Defining a constraint confidence level, the need of an additional experiment is 

iteratively and in real-time estimated. 

 

 

Figure 9: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped means 

and 8 random Monte Carlo selections (blue) for illustration purpose in regards of the length (m) of the 

selected samples. 

 

 

Figure 10: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped 

standard deviations and 8 random Monte Carlo selections (blue) for illustration purpose in regards of the 

length (m) of the selected samples. 

 

 

Figs. 9 and 10 provide an overview of this potential iterative and real-time assessment applied to 

the mean and standard deviation. In supplement, a set of random Monte Carlo simulations has 
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been selected for illustrative purpose. Indeed, the mean behavior computed from bootstrap is 

provided in Fig. 9.  

 

 

Figure 11: Standard deviation to mean ratios for MC (blue), bootstrap (red) and related standard deviation 

confidence interval to mean confidence interval ratios obtained by 1,000 bootstrap replications (black) in 

regards of the size m of the selected samples. 
 

First, it is shown a quick convergence since m = 3 gives an accurate assessment of the mean 

received power for the whole set of bootstrap achievements (8 different bootstrap realizations, 

only one shown in Fig. 9). 

 

The standard deviation to the mean ratios in regards of the size of the samples (m) with their 

related confidence interval ratios are shown in Fig. 11. It points out the quick bootstrap 

convergence comparatively to MC. As expected, the confidence intervals given through 

quantiles’ assessment (from 0.05th and 0.95th quantiles) provide a close view of the bootstrap 

spread. 

 

Comparatively to MC convergence, the 0.05 and 0.95 quantiles from bootstrapped standard-

deviations offer a realistic view of the data set dispersion. It can be observed that the 

bootstrapping results contain both the Monte Carlo outcomes (mean contributions convergence) 

and the related confidence interval of the samples.  

 

Given particular assumptions about the authorized margins (standards [18-19] for instance), 

bootstrapping allows a precise optimization of the number of measured samples required with 

high confidence levels. Computation of standard deviation in Fig. 10 validates the quick 

convergence relatively to parameter m (m = 20). Moreover, it can be noticed that results from 

bootstrapping procedure provide interesting confidence intervals in comparison with MC 

(Figs. 9-12).  

3.1.4 Application and validation on high quantiles 

One can seek the confidence interval of a very high quantile. The proposed algorithm has been 

applied to values having a low probability. Fig. 12 deals with quantile at 95 % obtained by 

bootstrap. As it can be observed, the convergence of MC results is quite slow comparatively to 

treatments based upon bootstrapping procedures. 
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Figure 12: Mean (red), standard deviation (green) and maximum confidence interval (black) for the 

bootstrapped 95th- quantile (Q95) and 8 random Monte Carlo selections (blue) for illustration purpose in 

regards of the length (m) of the selected samples. 

 

Since quantiles are intrinsically linked with tail behavior of statistical distribution laws, a precise 

assessment of confident levels is again of fundamental interest. Fig. 12 shows the good 

agreement between confidence intervals from Bootstrapping and MC results. Indeed, bootstrap 

predictions (8 different realizations) efficiently provide in real-time safety margins for computing 

mean of quantile at 95% of received power. Assuming a given 1mW-threshold for received 

power confidence intervals, bootstrap method fully complies with previous requirements with 

m = 20, even considering various bootstrap achievements (e.g. eight in Fig. 12). The state is far 

more difficult in regards of MC cases since results remain widely spread relying on crude MC 

quantiles’ assessment in Fig. 12. In this framework, the 0.05 and 0.95 quantiles of the m 

bootstrapped 0.95-th quantiles (quantile at 95 %) gives a quick but precise estimation how results 

may be compliant with given recommendations (standards for instance). 

3.1.5 Bootstrap procedure and Central Limit Theorem 

The Central Limit Theorem [20] (CLT) defines the conditions in which the distribution of the 

normalized set of samples mean and standard deviation (samples are considered as independent 

variables – the set-up [17] depicted in Fig. 3 has been mechanically designed so that 

measurements are clearly uncorrelated) S = {S1, S2…, Sn}, assuming that that each sample Si have 

a well-defined expectation value and a well-defined variance, converges toward the Normal 

distribution when n is increasing (𝑛 → 𝑖𝑛𝑓⁡) regardless of their underlying distribution. The 

distribution is assumed to converge to a Normal distribution with mean and standard deviation 

parameters defined by n.φ and σ.√𝑛.  

 

In case of the adjusted distributions for EMC observable modelling, the Normal distribution is 

not well suitable but is often used. Interestingly, it is admitted that for a sample randomly taken 

from a Normal distribution of length m from M (length of the complete dataset), the computed 

mean of each sample is known to be related to one over the squared root of the length of the 

dataset. 
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Figure 13: Standard deviation to mean ratios in regards of the length (m) of the selected samples and the 

number (s) of the bootstrap replications. 

 

As a result, the standard deviation to the mean ratio of a sample composed of the mean and 

standard deviation of each generated sample is converging toward the value of Cvalue = 1/√𝑛 (for 

𝑛 → 𝑖𝑛𝑓⁡, Cvalue→ 0). 

 

 

Figure 14: Standard deviation to mean ratios of the 1,000 bootstrapped means (red) and of the 1,000 

bootstrapped standard deviations (green) in regards of the length (m) of the selected samples. 

 

The need for new samples requires the replication of a large number of experiments. 

Nevertheless, thanks to the bootstrapping procedure random sample Si can be simulated while 

adding new measurements. The accuracy of the convergence (hypothesis given by the CLT) 

toward the Cvalue, when investigate in the framework of the bootstrapping procedure, is directly 

related to the number and the length of the bootstrapped samples. Note that in our case, the length 

of the sample is evolving in regards of the parameters s and m.  

 

In order to have a clue on the importance of the size s of sample, the Cvalue has been computed for 

sample size s in [10; 20; 50; 100; 200; 500; 1,000]. Fig. 13 gives an overview of the standard 

deviation to mean ratios (here called Cvalues) in regards of the bootstrapping iteration number s 

and the size of the sample m, derived from mean and standard deviation assessments of inner 

antenna received power (Fig. 3).  
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Again, it may be pointed out that for a reduced number of measurements (m = 20), the 

convergence of the standard deviation to mean ratio of the bootstrapped samples (Cvalues 

converging toward a value of 0.10) allows the assessment and validation of the CLT convergence 

hypothesis. 

 

As for highlight purpose, the specific case of s = 1,000 and m = 1,000 is depicted in Fig. 14. The 

governing trend of both curves (red and green ones respectively in Fig. 14) validates the Central 

Limit Hypothesis (CLH) of the standard to mean ratio convergence. 

3.2 Conducted propagation of IEMI along the power network 

Several studies [1, 2] demonstrated that electronic devices connected to the low voltage power 

networks are sensitive to intentional electromagnetic interferences (IEMI) [3-6]. In order to 

reduce the threat of IEMI to tolerable levels, adequate protective devices can be inserted along 

the power grid. Thus, the estimation of induced voltages at the equipment level is important. We 

propose in this section to demonstrate the benefit of the bootstrapping procedure in the estimation 

of mean contributions of the risks and their related confidence interval. 

3.2.1 Measurement set-up 

We first propose a summary of the measurement campaign of the IEMI conducted propagation 

along the power network performed  in February 2013 in the EMC Laboratory of the EPFL 

Switzerland by Nicolas Mora (researcher at the EPFL) and Chaouki Kasmi (researcher at ANSSI) 

under the supervision of Prof. Farhad Rachidi. 
 

A full custom experimental setup has been designed by the EMC laboratory of the Swiss Federal 

Institute of Technology in Lausanne in order to analyse the conducted propagation of 

electromagnetic waves along the low voltage power networks as they are typically installed in 

Switzerland [21, 22]. Each power socket is connected with a Terra-Terra cable from the brand 

NEXANS.  
 
 

 

Figure 15: Electrical raceway under study [22, 23]. 
 

The NEXANS cable is composed of three coated wires having a cross-section of 1.5 mm
2
 that are 

used for the connection of the Phase, Neutral and Protective Earth lines of the distribution 

network, and are tested to withstand a maximum voltage of 1 kV before the dielectric breakdown. 

The power cables are connected in a star configuration starting at each of the power sockets 

(AC1, AC2, AC3 and AC4) and ending at a junction box. The setup was worth to measure the 

transfer functions between different power sockets with different techniques in the frequency 

domain and the time domain. 

3.2.2 Conducted propagation of electromagnetic interferences 

Many studies, summarized in [21, 22], have shown that the type and the number of connected 

appliances induce significant variation of the propagation path. In order to reproduce a scenario 

that is close to the ones expected in real situations, transfer function measurements have been 

AC1 AC2 AC3 AC4

22 cm 37 cm 37 cm 40 cm 17 cm 47 cm 

13 cm 
SEV 1011

Power socket

TT 3 x 1.5 mm2

Cable

Junction Box
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performed while different appliances were randomly connected. The tests were carried out by 

injecting a signal to one end of the power network (AC1), between phase and neutral conductors 

(neutral and protective earth conductors are short-circuited) with a signal generator, and 

simultaneously measuring the amplitude of the signal at the other end with a spectrum analyzer, 

as depicted in Fig. 16.  

 

 

Figure 16: Experimental process in the semi-anechoic chamber at the EMC Laboratory of EPFL [21, 22]. 

The power transfer function has been obtained from 150 kHz – 200 MHz. Note that in these 

experiments, it has been considered that the transfer function is computed as the ratio between the 

power measured at the analyzer input and the emitted power at the tracking generator output. 

This means that the 50 Ω to power network adapters have been considered as low voltage power 

network extensions. 

3.2.3 Effects induced by connected electronic devices 

The experimental setup schematized in Fig. 16 was used for measuring the output power at the 

socket levels in a loaded status. In the loaded status tests, random electrical appliances were 

connected to the raceway sockets for each measurement. 

 

 

Figure 17: Experimental process in the semi-anechoic chamber at the EMC Laboratory of EPFL [21, 22]. 
 

In order to statistically investigate the effects induced by the type and number of connected 

appliances, we measured about 200 transfer functions between two power sockets (the number of 

measurements between the sockets AC1-AC2, AC1-AC3 and AC1-AC4 are 200, 200 and 196 

respectively) by simultaneously and randomly connecting seven electronic devices (e.g. lights, 

computers, computer screen…) as shown in Fig. 17. In our experiments, it has been noticed an 

Tracking 

Generator

Analyzer 

Input

AC1 AC2 AC3 AC4

50Ω Cable

BNC-SEV 1011

Power line adapter 

Test raceway
N-BNC adapter
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important decrease of the propagated energy at low frequencies once the raceway is loaded as 

shown in Fig. 18.  

 

 

Figure 18: Power transfer function magnitude between the two power sockets AC1-AC3 with the network 

unloaded and randomly loaded [21, 22] 

It can pointed out that transmitted power between the sockets is highly sensitive to the number 

and type of connect electronic devices. We propose not to apply the bootstrapping procedure 

using the random power transfer functions [21, 22] to derive the maximum confidence intervals 

of the mean contributions of the expected voltage at the power sockets level (AC2, AC3 and 

AC4) resulting from an injection of a 1 V generator, which remains connected to socket AC1. 

3.2.4 Analysis of the mean contributions and high quantiles of the induced voltages 

The mean contributions of the induced voltage in case of 200 random configurations and 196 

random configurations for AC2, AC3 and AC4 respectively assessed from the straightforward 

statistical analysis are proposed in Tables 3, 4 and 5. For each socket, the MC analysis is 

proposed for comparison purpose with the bootstrapping procedure results. Results are provided 

for socket AC2 here after. Concerning the sockets AC3 and AC4, results are provided in the 

annexes A1. As depending on the impedances of connected loads, high and low attenuation can 

be observed in Fig. 18, we considered two frequencies for applying the so called bootstrapping 

procedure.  

 

Socket AC2 

Table 3: MC results of the induced voltage on AC2 

position Frequency (MHz) Mean (mV) Standard deviation (mV) Quantile 5% (mV) Quantile 95% (mV) 

AC2 
4.58 185.28 71.08 90.56 317.40 

160.1 100.16 28.75 44.46 134.27 
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Figure 19: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped means 

and 5 random Monte Carlo selections (blue) for illustration purpose in regards of the length (m) of the 

selected samples at 4.58 MHz. 

 

 

Figure 20: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped means 

and 5 random Monte Carlo selections (blue) for illustration purpose in regards of the length (m) of the 

selected samples at 160.1 MHz. 
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Figure 21: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped 

standard deviations and 5 random Monte Carlo selections (blue) for illustration purpose in regards of the 

length (m) of the selected samples at 4.58 MHz. 

 

 

 

 

Figure 22: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped 

standard deviations and 5 random Monte Carlo selections (blue) for illustration purpose in regards of the 

length (m) of the selected samples at 160.1 MHz. 
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Figure 23: Mean (red), standard deviation (green) and maximum confidence interval (black) for the 

bootstrapped 95th- quantile (Q95) and 5 random Monte Carlo selections (blue) for illustration purpose in 

regards of the length (m) of the selected samples at 4.58 MHz. 

 

Figure 24: Mean (red), standard deviation (green) and maximum confidence interval (black) for the 

bootstrapped 95th- quantile (Q95) and 5 random Monte Carlo selections (blue) for illustration purpose in 

regards of the length (m) of the selected samples 160.1 MHz. 

 

Figs. 19, 21 and 23 provide an overview of an iterative bootstrapping assessment applied to the 

mean, standard deviation and 0.95 quantile at 4.58 MHz. Figs. 20, 22 and 24 provide an overview 

of an iterative bootstrapping assessment applied to the mean, standard deviation and 0.95 quantile 
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at 160.1 MHz. In supplement, a set of 5 random Monte Carlo simulations has been selected for 

illustrative purpose. 

 

Indeed, the mean behavior computed from bootstrap is provided as depicted in Figs. 19-22. 

Again, it can be observed that results provided by the bootstrapping procedure allows for 

estimating the mean contribution and their related confidence intervals. Moreover, a quick 

estimation of statistical moments can be performed thanks to the proposed algorithm. Finally, it 

can be pointed out Figs. 23 and 24 that high quantiles can be efficiently assessed thanks to the 

confidence intervals. 

 

Socket AC3 (Figures 25-30 and Table 4, Annex A) 

 

Figs. 25 and 26, 27 and 28, 29 and 30 provide an overview of an iterative bootstrapping 

assessment applied respectively to the mean, standard deviation and 0.95 quantile. In supplement, 

a set of 5 random Monte Carlo simulations has been selected for illustrative purpose. Indeed, the 

statistical behavior computed from bootstrap is provided are depicted regarding socket AC3.  

 

Socket AC4 (Figures 31-36 and Table 5, Annex A) 

 

Similarly to Figs. 25-30, Figs. 31-36 offer a quick view of the mean (Figs. 31-32), standard 

deviation (Figs. 33-34) and 0.95-quantile (Figs. 35-36) obtained from bootstrapping procedure.  

 

Providing trustworthy confident intervals is all the more important than the dispersion of results 

may lead to major uncertainties (especially regarding quantiles obtained from MC, Fig. 36). By 

efficiently allowing iterative assessment, bootstrap ensures real-time reliable decisions about 

measurement. 

4. Conclusion 

This contribution addressed the use of bootstrap process for EMC/EMI tests optimization. The 

use of a dedicated and embedded system jointly with a bootstrap module highlighted the benefit 

offered by this technique: precise confidence intervals were provided with a limited number of 

experiments (e.g. decreasing the experimental time and costs). Moreover, the Central Limit 

Hypothesis (CLH) has been tested considering the bootstrapping procedure for generating 

samples from the selected and tested random configuration when adding a new measurement to 

the dataset. We applied the proposed method to two applications related to EMC and IEMI 

studies: 

Application 1: The device designed in this work is representative of a large diversity of EMC 

protections: the process may be useful for standard [18] assessment of the shielding effectiveness 

of real systems. Future work will demonstrate the interest of bootstrap for realistic radiated EMC 

testing [19]; 

Application 2: The propagation of electromagnetic interference along the power network has 

been evaluated in the framework of the test set-up summarized in this paper. Thanks to the 

analysis of the induced voltage at equipment level and the reliable analysis of the statistical 

moments and high quantiles combined with their confidence intervals, it is possible to define 

adequate protective devices for hardening the power network. 
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The MC convergence has been optimized based on the mean and standard deviation. The 

statistical moments above (e.g. skewness, kurtosis) convergence could also be checked so that the 

characteristic function related to the empirical distribution of the MC sample could be assessed. 

This could lead to a further analysis made with higher size of sample. The application of the 

bootstrapping procedure could bring additional information about the shape of the distribution 

and its tails while checking that the shape of the bootstrapping samples have equivalent values 

(potential bias added by the bootstrapping process on higher statistical moments). In this 

framework, we will consider more complex cases increasing the complexity of EMC realistic 

radiated tests (e.g. following requirements from [19]). The validity of CLT may be crucial in 

regards of the optimization of such testing procedures. Further work will be dedicated to these 

issues. 
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ANNEX A 

 

 

Socket AC3 

 

Table 4: MC results of the induced voltage on AC3 

position Frequency (MHz) Mean (mV) Standard deviation (mV) Quantile 5% (mV) Quantile 95% (mV) 

AC3 
4.58 185.28 71.08 90.56 317.41 

160.1 54.92 43.65 15.06 140.57 

 

 

Figure 25: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped means 

and 5 random Monte Carlo selections (blue) for illustration purpose in regards of the length (m) of the 

selected samples at 4.58 MHz. 
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Figure 26: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped means 

and 5 random Monte Carlo selections (blue) for illustration purpose in regards of the length (m) of the 

selected samples at 160.1 MHz. 

 

Figure 27: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped 

standard deviations and 5 random Monte Carlo selections (blue) for illustration purpose in regards of the 

length (m) of the selected samples at 4.58 MHz. 
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Figure 28: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped 

standard deviations and 5 random Monte Carlo selections (blue) for illustration purpose in regards of the 

length (m) of the selected samples at 160.1 MHz. 

 

Figure 29: Mean (red), standard deviation (green) and maximum confidence interval (black) for the 

bootstrapped 95th- quantile (Q95) and 5 random Monte Carlo selections (blue) for illustration purpose in 

regards of the length (m) of the selected samples at 4.58 MHz. 
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Figure 30: Mean (red), standard deviation (green) and maximum confidence interval (black) for the 

bootstrapped 95th- quantile (Q95) and 5 random Monte Carlo selections (blue) for illustration purpose in 

regards of the length (m) of the selected samples at 160.1 MHz. 
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Socket AC4 

 

Table 5: MC results of the induced voltage on AC3 

position Frequency (MHz) Mean (mV) Standard deviation (mV) Quantile 5% (mV) Quantile 95% (mV) 

AC4 
4.58 208.81 58.39 141.78 317.21 

160.1 19.35 14.79 6.25 58.54 

 

 

 

Figure 31: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped means 

and 5 random Monte Carlo selections (blue) for illustration purpose in regards of the length (m) of the 

selected samples at 4.58 MHz. 
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Figure 32: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped means 

and 5 random Monte Carlo selections (blue) for illustration purpose in regards of the length (m) of the 

selected samples at 160.1 MHz. 

 

 

Figure 33: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped 

standard deviations and 5 random Monte Carlo selections (blue) for illustration purpose in regards of the 

length (m) of the selected samples at 4.58 MHz. 
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Figure 34: Mean (red), standard deviation (green) and confidence interval (black) for the bootstrapped 

standard deviations and 5 random Monte Carlo selections (blue) for illustration purpose in regards of the 

length (m) of the selected samples at 160.1 MHz. 

 

Figure 35: Mean (red), standard deviation (green) and maximum confidence interval (black) for the 

bootstrapped 95th- quantile (Q95) and 5 random Monte Carlo selections (blue) for illustration purpose in 

regards of the length (m) of the selected samples at 4.58 MHz. 
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Figure 36: Mean (red), standard deviation (green) and maximum confidence interval (black) for the 

bootstrapped 95th- quantile (Q95) and 5 random Monte Carlo selections (blue) for illustration purpose in 

regards of the length (m) of the selected samples at 160.1 MHz. 

 


