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Abstract

This report presents two complementary theoretical
developments leading to the conclusion that for a large
class of important systems, transfer coefficients represents
the unique and total relationship between external interaction
quantities and the voltage and current drives of subsystems.
If external interaction is given a role in any coupling effort,
e.g., internal cable or pin prediction, threat extrapolation,
or alternate simulation, then transfer coefficients must play
a role. It is also argued that transfer coefficients must
play a role in assigning or verifying certain hardness speci-
fications. For internal prediction, transfer coefficients must
be explicitly determined. For certain threat extrapolation
that utilizes external interaction quantities as well as alter-
nate simulation, the existence of transfer coefficients have
always been explicitly or implicitly assumed to be provided by
nature. For these activities it is noted that the nature
provided transfer coefficients depend on the physical environ-
ment external to the system and this dependence bears on the
accuracy of the procedures. Data is presented quantifying the
extent of this dependence for a controlled laboratory situation.
Despite these laboratory results, it is recommended that studies
be initiated to minimize this dependence for real system appli-
cations. The potential benefits of transfer coefficients on
system testing are discussed.

It is argued that present computational technology cannot
be relied upon to calculate transfer coefficients for a complex
coupling configuration. As compensation, an experimental pro-
cedure for measuring transfer coefficients is presented. This
procedure has the desirable features that it is self-testing
and that the excitation sources have considerably fewer constraints
placed on them compared to the constraints on full scale simulators.
Data is presented showing that these transfer coefficients can be

- accurately measured.

* . .
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I. INTRODUCTION AND SUMMARY

This report introduces the concept of transfer
coefficients, describes their role in determining a system's
response to an impinging electromagnetic field, and presents
a procedure for measuring them. An important aspect of this
work is to clarify how transfér coeffieiepts‘have been implicitly
assumed in existing electromagnetic pulse coupling analyses.
Despite the fact that transfer coefficients have been implicitly
assumed in past efforts, this work suggests that they should
receive a different treatment in future work. It is noted that
this work, as well as the large amount of related work,that
implicitly assumed the existence of transfer coefficients, are

linear theories.

The basic argument that transfer.coeffiEiehts have been
implicitly assumed in past EMP coupling analyses is summarized
as follows. Transfer coefficients’represent the unigue and
total relationship between the 1nteractlon current and charge
densities induced on the exterlor of a system, and voltage and
currents driving subsystems that are contalned within the system.
A more detailed description of ‘the systems to whlch this concept
pertains are discussed in Section II. For this class of systems,
if an electromagnetic coupling situation is treated in a manner
where one is interested in subsystem excitation and a role is
assigned to external interaction, then one must deal with transfer

coefficients.

This statement clearly bears directly on the ability to
make internal coupling predictions, and it is closely related to
threat extrapolation and alternate simulation. The relationship
between transfer coefficients to threat extrapolation and alter-
nate simulation will subsequently be further discussed. Transfer




coefficients must also play a role in assigning or verifying
shielding hardness specifications of a system if the shielding
specification, in any manner, references any external coupling
guantity.

Furthermore, as part of the transfer coefficient concept,
it follows that external coupling quantities have no inherent
meaning unless they are determined on seals placed over the
POE's of the system. If external coupling quantities are
determined elsewhere on the surface of the system, for convenience
sake, then their significance to any coupling consideration
must be addressed by relating that guantity to the external
coupling quantity that would be excited on a POE seal. The
arbitrary nature of where to choose the points to determine the
external coupling quantities is resolved by the transfer co-

efficient concept.

The concepts underlying transfer coefficients have
previously been recognized to a large extent by workers in the
EMP field and in parallel communities (e.g., EMC). The relation-
ships between this work and other EMP efforts will be presented
in the text as concepts are developed. The relationship between
this work and the work of Schuman (Refs. 1, 2) in support of

parallel communities will be described in this introduction.
The major new contributions of this study are as follows:

@ A procedure for measuring transfer coefficients
is presented and it is argued that there is no
analytic or computational alternative to this
measurement procedure for all but the simplest
of systems. This procedure allows transfer
coefficients to be determined for systems with
electromagnetic sources that are required to
satisfy much less stringent conditions than

existing simulator requirements. The procedure

has a self-testing aspect that allows the accuracy .

of the transfer coefficients to be determined.




)

e It is theoretically shown that transfer coefficients
depend on the physical environment external to the
system of interest. Experimental data is presented
to guantify the extent of this dependence. This
aspect of the theory has not appeared in the
literature with which the author is familiar. This
fact is relevant to present EMP threat extrapolation

procedures as well as to alternate simulation.

e The transfer coefficient concept and procedure is
not restricted to small isolated points of entry.

Regarding the first contribution, the measurement procedure,
it is now argued that present computational technology cannot be
relied upon to calculate transfer coefficients for even a
moderately complex coupling configuration so that they must be
measured. Consider two different types of computations of
transfer coefficients. One type of computation would rely on
an analytic formulation. This analytic formulation is presented
in detail in the text since it serves as part of the basis for
defining transfer coefficients. This analytic formulation
utilizes the fact that certain Green's dyadics exist in princi-
ple but can never be theoretically explicitly obtained for
calculation purposes for any three dimensional shape other than
the sphere. Despite the fact that explicit representations of
Green's dyadics limit computations, this fact does not, in any
manner, limit the utility of the procedure for measuring

transfer coefficients.

The other type of transfer coefficient computation is the
direct brute force numerical solution of Maxwell's equations,
e.g., finite difference computation. This direct numerical
solution applied to a system of some complexity will yield a
result having a certain confidence level ascribed to it. By
the same token, measurements performed on a system of some
complexity yield results of less than total confidence. It is




the author's view that the confidence level resulting from

the measurement of transfer coefficients is much greater than
the confidence level resulting from the direct numerical com- .
putation. All of the concepts of underlying the assignment

of a quantitative or qualitative measure to confidence are
based on a number of experiences related to the issue being
assessed the confidence level. The author has seen direct
numerical computation yield qualitatively poor results for
situations less complex than those encountered to perform a
transfer coefficient computation on even a moderately complex
structure. Along these lines, data for an extremely simple
coupling configuration is presented along with the detailed
presentation of a prominent coupling analysis. It is shown
that the analysis is not in good agreement with the data.
Along these lines, other related disciplines measure electro-
magnetic responses rather than compute, for situations of less
complexity than the complexity encountered for a transfer

coefficient calculation, e.g., antenna pattern prediction.

A more direct argument that the confidence level in direct
numerical computation suffers in comparison to measurement of
transfer coefficients is based on the amount of knowledée one
must have to measure as compared to compute. At this stage of
our coupling technology, we cannot justify the elimination of
any of the internal complexity of a real system for the numerical
prediction of transfer coefficients. It is not clear that we
can even physically survey a complex system in sufficient detail
to provide the required information for the numerical computation.
In contrast, the procedure for measuring transfer coefficients
as presented in this report, is totally insensitive to the
detailed knowledge of the system's internal complexXity. 1In this
procedure, one need only identify the location where one wishes
to measure a quantity of ihterest, e.g., a voltage or current,
and nature accounts for the internal complexity. The self-testing
aspect of the procedure indicates the adequacy of the measurements.




We now return to the second contribution of this report,
the external physical environment dependence of the transfer
coefficients and, in particular, the effect of this dependence
on threat extrapolation as well as on alternate simulation
(direct drive). A prominent method of threat extrapolation
(Ref. 3) utilizes external coupling gquantities measured on an
aircraft during full scale simulator exposure as well as
external coupling quantities measured on a scale model of that
aircraft when it is illuminated in an anachoic chamber. It
is known that this procedure has some problems which effect its
accuracy, e.g., the external coupling quantities are not
measured on seals placed over the POE's of the aircraft and not
all of the POE's can be located. An experiment conducted at
the University of Michigan and described in the text, was
designed to eliminate all known deficiencies with the extra-
polation procedure with the exception of the external environment
dependence of transfer coefficients, e.g., there was only one
POE, it was sealed for the external coupling measurements, and
only one scalar external coupling quantity played a role for all
aspects of the experiment. For this case, the variation in the
transfer coefficient with the external environment is a direct
measure of the error that the external environment dependence can
introduce to the extrapolation procedure. This experiment was
designed to emphasize #he existence of the external environment
dependence and these results should not be taken to mean that
external coupling guantities should not play a role in threat
extrapolation. A way that they could be used in such a procedure
is as follows. Experimentally test whether existing or potential
ground based external environments used in aircraft testing have
an acceptably small effect on transfer coefficients. The pro-
cedure described in the text should be employed to determine the
transfer coefficients in these environments. This procedure

requires both external and internal measurements on a test system




in the appropriate ground environment as well as in the free
space in-flight environment. The in-flight requirement forces

us to consider laboratory experiments which should then treat .
a sufficient number of generic test objects in order to come

to conclusion about real aircraft. If such a study yields
positive results, i.e., transfer coefficients measured on the
ground are acceptably close to transfer coefficients corres-
ponding to those for the in-flight environment, then we could
have an extrapolation procedure which utilizes external coupling
quantities. This procedure might be one suggested by Baum or
some extension of it. Such a procedure would allow the internal
system response to be determined for EMP threats having polar-
ization and incident angles variations, by only determining the
external interaction quantities induced on the system for these
angle variations. This is the case because it would be explicitly
or implicitly based on transfer coefficients and transfer
coefficients do not depend on these incident angles. The author
is not aware of any other "transfer function" characterization

of a system that is independent of these incident angles.

The impact of the external environment dependence of trans .r
coefficients on alternate simulation is similar to the impact
on threat extrapolation. If a system can be direct driven in the
same environment, it will actually be utilized, e.g., a shielded
building, then this external dependence plays noc role. For
such situations, the transfer coefficient concept allows the
alternate simulation goals to totally focus on the exterior of
the facility. 1In particular, the local direct drive sources
need only excite the same external interaction quantities at
sealed POE's as would an EMP, in order to excite the interior
of the unsealed system in the same manner as would the EMP when
no seals are in place. When the system cannot conveniently be
direct driven in the same environment in which it will operate,
e.g., an aircraft in-flight, then this environment must be shown

to have an acceptably small effect on transfer coefficients.
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The data presented in this report was taken from two
sources. The first was from an experimental effort intentionally
coupled to this work and managed by Val Liepa at the University
of Michigan. The second was from the work of Schuman (Refs.

l, 2). Liepa's data was used for two purposes. One was to
demonstrate the limitations of prominent coupling theory, to
calculate transfer coefficients for a relatively simple coupling
situation. The other Michigan data displays the dependence of
transfer coefficients on the exterior environment. It should be
noted that Val Liepa has some reservations about the guality of
this data, especially sbove 1 GHz (a frequency that would be of
interest for EMP when scaled to real system dimensions). His
data was also used to determine the transfer coefficients in

a self-testing manner consistent with the procedure described

in this work, however, the data processing was not complete at
the time of this writing. Because of the significance of Liepa's
data, the author has recommended that the experiment be repeated.

Schuman's data (Refs. 1, 2) is reproduced in this report
with a minor change in notation. His data demonstrates the
accuracy with which it is possible to measure transfer coefficients.
It should be noted that the case treated by Schuman was less
complex than the case by Liepa in that no phase measurements

were required.

Finally, it is appropriate to describe the relationship
between Schuman's work and that of the author. The transfer
coefficient concept was first presented by the author in July
1978 at the Lightning Analysis for Aircraft Design Workshop
held at the Naval Ocean Systems Center. Shortly thereafter,

a joint effort sponsored by the Defense Nuclear Agency was
begun with Val Liepa to determine the accuracy with which transfer

coefficients could be measured. In January 1979, before any

11
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definitive results were obtained by Val Liepa, Schuman

published some work (Ref. 1) that interpreted an experiment "
in a manner equivalent to transfer coefficients. The author

then established an on-going communication with Schuman in

which the general experimental procedure described in this

work was sent to him in a draft report. The procedure in

this draft report was then described in a recent invited paper

by Schuman (Ref. 2}.
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II. OPERATOR APPROACH TO TRANSFER COEFFICIENTS

Transfer coefficients are relevant to those systems which
are predominantly metallic but have breaks in their skin which
allow EMP penetration. The basis of this approach is a set
of equations that recognizes the essential features of clas-
sical aperture coupling analysis and also has relevance to
complex systems. Since this approach is based on aperture
coupling equations, one might be concerned with its relevance
to other types of penetrators, i.e., deliberate antennas.
Such penetrators must have associated apertures or else no
energy could penetrate the sealed skin of the system cor-
responding to that penetrator. The equation that forms the
basis for this unified approach is as follows:

LI (£') = 35 1 (@) (1)

where the meaning and significance of each term reguires con-
siderable attention. This equation was derived in Reference 4
and is also presented in Appendix A. The theoretical impli-
cations of this eqguation have not previously been utilized as
fully as possible; however, when speéialized to very simple
geometries, this equation has formed the basis of the classi-
cal aperture coupling results (Refs. 5,6). The viewpoint
expressed here is that this equation as applied to complex
systems should not be viewed as requiring solution but instead
should be used to define self-testing experimental procedures.

First, we must explain that Eg. (1) describes the rela-
tionship between electrical quantities on two different
physical systems. One system is the actual system of inter-
est, and the other system is the original system modified Ly
metallic shorting surfaces covering all apertures (including

13




those associated with antennas). The notation gm was chosen
to denote “"magnetic current,” but it is simply A(r') x E. (") .
where r' varies over all of the mathematical surfaces cor-
responding to the open apertures in the original system, f(x')
is the outward normal at r', and gt(g') is the tangential
component of the electric field induced in the open aperture.
The quantity QE.I.(E) is the "external interaction" current
density induced on the shorted system with r ranging only
over the shorting surfaces. It is important to note that
even though r and r' refer to different physical systems,
they mathematically refer to the same set of points. This
distinction allows a discussion of the mathematical nature

of Eq. (1) that is not confused by the dual system aspect of
the praoblem. It remains to discyss the meaning of L in

Eg. (1) in order to proceed. This operator {(as can be seen
in Appendix A) depends on the Green's dyadic corresponding

to the environment external to the shorted system, gE, as
well as the Green's dyadic QI internal to the shorted system.
For a very limited number of geometries, we have explicit .
representations of gE and QI'(Refs. 7,8); however, the recog-
nition of this fact does not limit our ability to define the
experimental program and instead suggests the need for such

a program. The recognition that L depends on the external
environment, through 53; implies that simulator/test object
interaction must be viewed differently than in the past.
Further discussion of this point will be deferred until the
development has reached the point where this topic can be
viewed as a special case of the general discussion.

Having explained the meaning of Eg. (l), we must now
introduce several additional but mcre well-known concepts.

FPirst, the fact that a gm(g') is sufficient to determine a
variety of internal electrical guantities Q8 {i.e., B can
correspond to a voltage, a current, or a field component) is

expressed as .

14




Qq = Lgd, (r") (2)

and L8 depends on the QI for the shorted system no matter
what the quantity is that is indexed by 8. Next we introduce
a step, the legitimacy of which is best studied from a field

equivalence point of view. Specifically, it is assumed that
-1

the L appearing in Eg. (1) has a unique inverse, L so
that from Eg. (1) we can obtain
_ -1
In =L g1, (3)

The field equivalence argument will be presented later. Com-~
bining Egs. (2) and (3) we obtain

a _ a

9.~ Tele. 1, 4
where

¢ =1 171 (5)

and the superscript is explicitly introduced toc show that
TZ depends on the external environment as a result of the
dependence of L, and consequently L-l, on QE' It is possible
to present the desired unified approach on Eq. (4); however,
that equation will be modified to conform to the prevalent
notion that both the external interaction current density
Jg_ 7, and the external interaction charge density o, ; are
required for the ultimate determination of the internal
quantities QZ. For nonzero frequency, it follows from the

fact that Vs . = jiwo the determination of QE I

Ie. 1. E.I.’




automatically determines 9p. 1.7 SO the requirement that Sg.1.
be separately determined must be superfluous. When the exper-
imental procedure for obtaining the transfer coefficients is
Presented, the relative merits of not introducing the charge
density as a separate entity will be discussed. Viewing the

charge density as a separate entity leads to

ad _ O

a
Jele. 1.

* Tog%.1. (6)

as the basic egquation.

The theoretical aspects of Eg. (6) will now be highlighted
with respect to EMP interaction, simulator/test object inter-
action, and alternate simulation. ’

EMP Interaction

e A very limited number of the interaction analyses
based on topological factoring are capable of
being self-quantifying in view of the limited

number of explicit representations of gE and gI'

Simulator/Test Object Interaction

e The assessment and compensation for simulator/test

object interaction based only on determining EE T

and GE 1 for the threat and simulation environ-

ments are theoretically unjustified because the
transfer operators Tgs and Tge also depend on

these two environments. Assessment and compen-
sation based on J and © could be justi-

=E.I. E.I.

fied if the TgB and TgB could be demonstrated
to be approximately independent of a (i.e., the

external environments).

16
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Alternate Simulation

The distribution of proximate sources used for
alternate simulation need only have the limited
cbjective of duplicating the external interaction
quantities caused by a threat source provided the
environment external to the system is the same for
the local sources as it is in the threat situation.
If these conditions are satisfied, all gquantities
excited within the system when no shorting surfaces
are present will be the same for the threat and

the local sources.

An assessment of the failure to duplicate the
external interaction gquantities by the two dif-
ferent sources requires the determination of the
o] a
'I'JB and To
ronment.

8 for the system and its external envi-

17




III. EXPERIMENTAL PROCEDURE FOR OBTAINING TRANSTER COEFFICIENTS

EMP interaction information has been and is currently being
obtained by both system level tests and laboratory experiments.
The determination of an appropriate balance between these two
types of experiments is a subject of current interest. For the
purpose of obtaining generic transfer coefficient information,
laboratory experiments eliminate the system level test problem
of POE tracing. This problem is eliminated because in a lab-
oratory experiment, all physical structure complexity is intro-
duced in a controlled and known manner. For either real systems
or laboratory models having more than one aperture, a problem
of POE definition is encountered and its solution is addressed
as part of the described experimental procedure.

We will now give Eg. (6) the proper interpretation to define
an experimental program. An essential part of the transition of
Eg. (6) to the set of equations directly related to the experiment
is the conversion of the transfer operators Tgs and T§8 to trans-
fer coefficients. This is accomplished by noting that Eg. (6)
requires as inputs the external interaction guantities at the
shorting surfaces. This implies that the external coupling
quantities are only required to be known on portions of closed
surfaces. The abrupt discontinuities associated with apertures
are of no consequence in causing a rapid variation on the true
required input external interaction quantities. This in turn
implies that the external interaction guantities will not vary
in an abrupt manner, and we can expect that a limited number of
sample values at the shorting surfaces will provide an adequate
description’ of the external interaction gquantities. We now
introduce a local coordinate system at each shorting surface,
having § and t as the unit tangent vectors. These coordinate
systems are required in order to be able to deal with scalar
guantities. We are now in a position to relate Eg. (6} to a

18




discrete set of equations.

are introduced:

si,)

Tei,3

Np(i) =

Np =

a,n
TB(s,t,c)i,j

Utilizing these quantities,

First, the following definitions

the s component of JE I, at the jEE location on
the lEE shorting surface.
the & component of J at the jEQ location on

SE.I.

the 1EE shorting surface.

. th

value of ¢ at the :JEI-l location on the i—

E.I.
shorting surface.

th

number of sample points on the i shorting

surface (depends on geometrical and electrical
size of the penetrator).

an internal scalar electrical gquantity at the

th

n— internal location (B, as before, denotes type

of quantity, i.e., voltage, current, field com-

ponent; and a denotes external environment of the

system, i.e., free space or simulator).

the number of penetrators.

a transfer coefficient.

an approximation to Eg. (6) becomes

N
p(J.)
N
Qg Z(Tsa j“si,
i=1 j=1
a,n a,n 2
* Toei,9ei,5 F Tsci,j°i,j) 7
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In describing the experimental procedure to obtain the var-
ious quantities in Eq. (7), it is essential to recognize that .
this equation relates gquantities on two different physical

systems.

The guantities that we are truly interested in causing to
be excited by the simulator in the same manner that they would
be excited by a threat are the Qg,n {i.e., we would like
Qé’n = Qg’n) where the external environment to the system index
a is labeled S for the simulator environment and T for the
threat environment. Past simulator/test object interaction
studied implicitly assumed it was sufficient to cause the same
Ie.1.
in order to assess and compensate for simulator/test object

interaction. This information would be sufficient only if

and Sp.1 to be excited by the simulator and the threat

S,n ~ T,n 8)
TB(S,tpU)irj TB(S,t,O’)i,j (

and we will now discuss how to test Eg. (8) experimentally.

In order to investigate Eg. (8), we will use a test system
that has a limited number of penetrators, N and we will have
a limited number of interior sample points corresponding to
the range of n. Two different external environments to the
system will be used in the sequence of experiments. One
external environment corresponding to a particular common
threat will be free space, and the experiment will take place
either in an anechoic chamber or over a large metallic symmetry
plane. . For the purposes of this discussion, the second external
environment corresponding to a simulator environment is a
scale model bounded wave simulator containing the test object
or a model of a radiating simulator in the proximitv of the
test object which is resting on a lossy half space. The trans-
fer coefficients are determined from appropriate measured (or

20




calculated) sets of Qg’n, Jsi,j’ Jti,j' and oi,j where a is

labeled F for the free-field environment and £ for either of
the simulator environments. Later we will describe a simple
experiment that has been performed to assess the dependence

of the external environment on the transfer coefficients.

a,n
B(s,t,0)i,]
described. At this point we again emphasize that all JE I. and

A procedure for obtaining the T will now be

Op.1. are determined (measured or calculated) with all penetra-
tors sealed; however, the sealed system is in the appropriate a
environment. Rigid sources are introduced to excite the sealed
system and they are not necessarily the sources associated with
the model simulator. For the purpose of illustration consider
that we first choose to characterize the fifth aperture alone
and begin by examining whether NP(S) = 1 is sufficient. For
this case we introduce three rigid sources for each o environ-
ment all at the same frequency. In practice the three sources
might be the same source at three different orientations or
locations and the sets of three sources might be different for
each o environment. For each source in each ¢ environment we
measure (determine) Qg,n,(k) ’ ég)j' Jé?ij , and cé?% and
form the egquations

N 3)

/n, (k) 5 (k) an - (k) (k)
E I 55,9 Js5.5 * Tats, s Jes,5 * Tgos, 5 5.J> (9)

i=1

k=1,++,3N_(5
D )

The quantities on the left-hand side of Eg. (9) are determined
with all but the fifth seal in place, and the guantities on the
right-hand side of Eq. (9) are on the fifth seal with all seals
in place. The range of k, i.e., 3Np(5), is the number of sources

21




that must be used in each & environment. For N _(5) = 1,

Eg. (9) represents two sets (one for each a) of three equations

fgr the two sets of three unknown {(one for each a) TCB‘;IS”]_ ' .
Tség,l , and Tgég,l . These transfer coefficients can be solved

for by inverting each " a" 3 x 3 matrix (3Np(5) X BNP(S) in

general) and then by introducing a fourth (3Np(5) +1 in general)
testing source. Then these stepcs must be followed. Determine

the external interaction quantities for this testing source and

use the calculated transfer coefficients together with Eq. (9)

(for X =3N_(5) +1) to predict the Q'™ (3N5(5) + 1) har will be
excited when the fifth seal is removed. Remove the seal and
test the adegquacy of the transfer ccefficient determination.

If not adequate, repeat the procedure for & larger NP(S).

Transfer coefficients for a particular aperture in ga
particular o environment can always be determined one aperture
at a time according to the procedure just described. The gues-
tion arises whether transfer coefficients determined in such a
nanner are the ones that should be used in Eg. (7). The need .)
to be concerned with a one aperture at a time characterization —
is eliminated because of the concept that Np(i) is allowed to
be greater than one. For large apertures we would expect
Np(i) > 1 and for a cluster of not necessarily small apertures
in close proximity we would expend no more effort determining
the transfer coefficients for the cluster than for a single
large aperture. By measuring the external interaction guan-
tities on the sealed cluster and then simultaneously removing
the seals on all of the apertures comprising the cluster and
measuring the internal quantities, the same procedure would be
employed as would be necessary to determine the transfer coef-
ficients for a single aperture requiring the same Np(i) as the
total for the cluster. The concept of a cluster can now be
generalized to any combination of apertures that require its
transfer coefficients to be simultaneously determined. This
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combination may or may not have the physical appearance of a
cluster (i.e., one aperture may be guite long, coupling a
number of remote apertures).

Even though there is no difference between determining the
transfer coefficients for a combination of apertures (combined
aperture) than for a single large aperture having the same Np(i),
it is still worthwhile to determine the minimum number of apertures
that must be characterized in combination. This can be done by
comparing transfer coefficientéiaetermined first individually
and then in progressively larger subsets of a suspected combina-
tion. The minimum set is determined after no significant change
in the transfer coefficients is found by including more aper-
tures in the subset. We now see .that -the minimum subset of
apertures and a single large aperture behave in éxactly the
same manner with regard to their effects on transferring external
interaction quantities tb internal electrical quantities. This
leads to the generalized concept of a POE as being the minimum
combination of apertures requiring that their transfer coeffi-
cients be determined in combination.

After a particular POE has been demonstrated to be adequately
characterized, through the addition of a testing source, one
might be tempted to. focus only on the largest TgQE,t,c)i,j'
that comprise the characterization. "Even though we might
focus on those i,j locations, we should not dismiss the possi-
bility that an i,j location having relatively small transfer
coefficients could significantly contribute to the excitation
of internal guantities. This is possible because larger external
interaction gquantities might be capable of being excited at the

i,j locations having smaller transfer coefficients.

The ability to test the transfer coefficients allows us to
experimentally resolve a sticky theoretical point. This point,
as described earlier, is related to the fact that ¢ is deter-

mined from a linear operation on Jsand J This leads to the

'tO
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questions of whether the TBUL': s are necessary. First we point
out that part of the linear operation involved a derivative
wnich implies that for Np(i) = 1 we do not have sufficient infor-
mation to even approximately determine 0 from Js and Jt' This
implies that for the particular (but very important) case of
Np(i) 1 we should expect to require that TBO 1 be determined.
Whether N (1) = 1 or N_{(i) > 1 we can test whether predictions
made that do not include TBc 5 are adegquate by introducing
additional testing sources after transfer coefficients are
determined without the inclusion of these gquantities. For
larger apertures, it is possible that Np(i) > 1 and the charge
density transfer coefficient may not be required.

The special case (Np(i) = 1) includes all previous work
(Refs. 3 ,11) and it includes this work under less restrictive
conditions. - The work of Latham (Ref. 9) and Lee and Baum (Ref. 10)
is restricted to the case where the Qg'n corresponds to a voltage
or current associated only with a TEM mode excited within a simple
enclosure having apertures. The external environment factor
corresponds only to free space. These works depend on small .
aperture assumptions as well as a knowledge of electric and
magnetic polarizabilities associated with the apertures. The
work of Tesche (Ref. 11) also depends on small aperture assumptions
and a knowledge of aperture polarizabilities in order to relate
external interaction guantities to internal quantities. His
work is more general than the previously cited work in that he
allows both the external and internal geometries to be complex;
however, his work contains no explicit procedures or results.
At this point we should emphasize that our procedure for obtaining
transfer coefficients automatically includes the polarizabilities
for N_(i) = 1 and automatically eliminates the need to generalize
the concept of polarizabilities when Np(i) > 1. The least
restrictive work related to transfer coefficients is contained
in the work of Baum (Ref. 3). In that work, Baum aliows the~

more general concept of aperture to include apertures associated
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with antennas and he also eliminates the requirement that
aperture polarizabilities be known. Baum does have some
assumptions that are eliminated by the described combined
aperture theory. This is possible because Np (1) is allowed
to be greater than one. Baum's work was directed toward
developing extrapolation techniques for interpreting the
results of tests in EMP simulators in terms of EMP criteria.
For that application, it is essential that the dependence of
the transfer coefficiencies on the complete exterior system
environment be understood and‘gccounted for. The viewpoint
taken here is that Eq. (8) must be tested according to our
described procedure and the results of the test will impact
future simulator/test object interaction studies. The
potential benefits of an extrapolation that utilizes external
coupling quantities as suggested by Baum has been discussed
in the introduction. : )

More recently another effort (Ref. 12) was initiated to
assess the accuracy of the extrapolation techniques suggested
by Baum (Ref. 3). In that work no attempt was made to quantify
the effects of the external environment on the transfer '
coefficients. It should be noted that none of the cited works
contain the self-testing experimental procedures presented

here.
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IV. COMPARISON OF ANALYTIC APPROXIMATION TRANSFER
COEFFICIENTS WITH EXPERIMENTAL DATA .

The University ©f Michigan experimental program discussed
in the introduction dealt with the following coupling situation.
A cylinder of finite length having hemispherical end caps was
illuminated by a plane wave. The interior of this structure
is a cylindrical cavity having flat end plates. %Within the
cavity is a single wire running through its center and metal-
lically connected to one of the interior end plates. The
other end of the wire extends through the other end plate
to become the center conductor of a 50-0 coaxial cable. 2
circular aperture is cut in the structure ailowing the inci-
dent plane wave to excite a voltage across the load impedance
presented by the coaxial line. A more detailed description

of the structure is presented in Figure 2 (page 27).

The prominent transmission line coupling model for the
structure described in Figure 2 is presented in References 8 and 9 .
and is depicted in Figure 1. The parameters of this trans-

mission line are as follows:

d = Distance from the center of the aperture to the
interior flat plate to which the interior wire is

shorted.

p = Distance from the center ¢of the aperture to the

other interior flat plate.

|e—d—+] Veo+ [ P -
‘ O

Z
Zc Ieq Zc R
—_—- O—0-
-2
Figure 1. Transmission line model. .
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zR = Effective load impedance presented to the interior
wire by the 50-Q coaxial line.

VEQ = Voltage source which depends on the external inter-
action current density induced on the metallic
seal placed over the aperture.

(™
i

EQ Current source which depends on the external inter-
action charge density induced on the metallic seal
placed over the aperture.

2 . = Characteristic impedance of the transmission line
which is the same as that of the interior coaxial
cavity corresponding to the actual structure.

It is a straightforward transmission-line problem to determine
the voltage across the load in terms of the quantities just
defined. The more complex electromagnetic aspects of the
coupling problem were treated in References 9 and 10 ip
arriving at the transmission-lirfie modél and.in representing
the sources and characteristic impedance as follows:

Veg = Ky (10)
o _
e 1
I = K — E (11)
EQ i ZOZc n
K = —ikoam ZO/Zwab (12)
= n3 '
a_ = D7 /12 (13)
e
ay = Zae {14)
Zc = (ZO/Zﬂ) 2n(ab/a) LlS)
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These gquantities are defined as follows:

. JZ = Longitudinal component of current density induced
by the exterior source on a metallic seal placed
over the aperture.

E_ = Normal component of electric field induced by
the exterior source on a metallic seal placed
over the aperture.

D = Diameter of the circular aperture.
a = Radius of the wire within the cavity.
a, = Interior radius of the cavity.

0= Free space wave number.

0
Using standard transmission line theory presented in Appendix B,

B x
i

= Intrinsic impedance of free space. - -

the voltage across the load is determined in terms of the
described parameters including VEQ and IEQ' The.dependence
of these equivalent sources on JZ and En allows the trans-
mission line result to be written as the transfer coefficient
equation for the voltage VR across the load as follows: =

Vp = Tpdy + T¢J¢ + T B . (16)
where i S

- } (17)

'I‘¢ 0
Zikod
TZ = KF(l-+e ) (18)
2ik d '
Tn = (KF/ZZO) (1-e > (19)
29




ik _p

(1-pp) e °
F = . (20)
21k _(p+d) .

2(1+pR e

2 _ -2

c R
Py = /55— (21)
R Z<.:+ZR

All guantities in these transfer coefficients have been defined

and can be given numerical values by referring to Figures 1 and 2 witk
the exception of Zz- In the simplest approximation to ZR, it

is taken as 50 Q; however, the following remarks are applicable

for any correction to the 50-Q description that was considered.

The analytic transfer coefficient approximations ‘given by

Egs. (17), (18), and (19) were not in good agreement with the

data taken. This can be seen by viewing Figures 3 to 5. No

value for zR could explain the peaking of the .analytic transfer
coefficients at the higher frequencies to account for the

internal voltage pickup displayed in Figure 5. ‘;

In contrast to the failure of Egs. (17), (18), and (19),
they were adequate to explain the design of an experiment where
transfer coefficients were measured with considerable success.
In particular, when kod = 7w, Eq. (19) implies Tn = 0, and when

kod = 7/2, TZ = 0. For these choices, the experiment hypothesis
is that
2 _ 2 2 _
IVR1 = ‘Tzl ]le kod = (22)
and
2 2 2
= a = 2 (23
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The experimental advantage of this hypothesis is that it can
be tested without measuring phase angles. The experimental
setup described and treated by Schuman (Ref. 1) is illustrated
in Figure 6. The experiments were performed at the Naval
Surface Weapons Center (Dahlgren, Virginia) and at the Uni-
versity of Colorado (Boulder, Colorado).

Figure 7 demonstrates how well a single constant multi-
pPlier, the value of which is not important to this discussion,
relates ]lez induced on the short placeé over the aperture
to [V[2 induced across the load impedance when the seal is
removed. For the situation in Figure 7, kod = m; Figure 8
corresponds to the case kod = /2 and shows how well a
2 o 1v12. For these
two cases, i.e., kod values, any single incident angle could

single constant multiplier relates lEnl

be used to determine the constant multiplier of the appropriate
external interaction quantity. After that single measurement,
the internally excited quantity {V]z could be determined for
all incident angles by only determining external interaction
quantities either through computer codes which are becoming
increasingly more reliable for this type of calculation or
through external interaction experiments. This is an example
of the transfer coefficient procedure described in the pre-

vious section.

A final note is that the data presented in Figures 7 and 8
bear on extrapolation to threat used in the EMP community.
It shows that the external geometry of a system can have no
bearing on the choice of whether to emphasize current density
or charge density in the extrapolation. For the data taken
in these two figures, the exterior geometry was identical;
however, the dependence of the internal pickup depended solely
on the external current density in one case and on the external

charge density in the other.
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V. DEMONSTRATION OF TRANSFER CCEFFICIENT DEPENDENCE
ON THE EXTERIOR ENVIRONMENT

It is shown in this report that transfer coefficients do
depend on the external environment. This fact is very signifi-
cant if one were to measure transfer coefficients on a system
in one environment, e.g., on an aircraft on the ground or in a
bounded wave simulator, and the real interest was the surviva-
bility of the aircraft in the in-flight mode. For other situ-
ations, e.g., a shielded building, the transfer coefficients
would be measured in the actual environment of interest and the
fact that they depended on the external environment would be of

no consegquence.

In this section an experiment is described which demon-
strates the dependence of transfer coefficients on the envi-
ronment. This experiment was designed to enhance the external
environment effect, and the results will be viewed in this
light. The experiment consisted of the cylindrical structure
depicted in Figure 9 placed in front of a metallic ground
screen as depicted in Figure 10. ‘rne aperture is cut in the
longitudinal center of the cylinder and it is symmetrically
excited as depicted in Figure 10. Por this symmetric situation,
neither J¢nor En can be excited on the seal placed over the

aperture. The transfer coefficient equation becomes

vV = TJz (24)

independent of the internal geometry, the separation of the
cylinder from the ground plane, D, or the orientation of the
aperture, ¢. Figures 11, 12, and 13 are plots of |T| corre-
sponding to the indicated three choices of the aperture orien-
tation. The curves on each of these figures correspond to the
three indicated separation values of D. On each figure, the

deviation of one curve from the other as a function of D
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demonstrates the extent to which the transfer coefficients
depend on the external environment. Figures 14, 15, and 16
are another representation of the same data to further illus-~
trate the external environment dependence. For a fixed
separation, D, they exhibit the variation with the angle ¢.
The extent to which these curves deviate from each other
further illustrates the external environment dependence of
transfer coefficients. A final note is that many external
environments are not as severe as a proximate metallic ground
plane, e.g., lossy earth, and the transfer coefficient depend-
ence on such an environment should be less than indicated

by the data just presented.

44




Normalized Amplitude

Figure 14.

Frequency (MHz)

Transfer coefficients as a function of
¢ for D = l.5a.

45




Normalized Amplitude

80

&

N
o

n ¢ = 0°
——— = 900
''''' - ¢ = 180°

500 1000 1500 2000 2500
Frequency {MHz)

Figure 15. Transfer coefficients as a function of
¢ for D = 2a.

46




—— e ——
e s . Ga—n, Gap—
T s e e,
———
—

P

—
—— — Bt S S S
o A A

||ll|l|l||||l|.l-|l||‘
—

— ey
e Y s
T —
L)

80

3

S &

apnj L |duy pazi euwdop

Frequency (MHz)

Figure 16.

Sa.

Transfer coefficients as a function of

¢ for D

47




l0.

11,

12.

REFERENCES

Schuman, H. K., "Circumferential Distribution of Scattering
Current and Small Hole Coupling for Thin Finite Cylinders,™
IEEE Transactions on Antennas and Propagation, Vol. AP-27,
No. 1, January 1979.

Schuman, H. K., "A Combined Moment Method/Measurement Tech-
nigue for EMC Analysis," presented at the Method of Moments
Conference/Workshop, February 17-19, 1981, St. Cloud, Florida.

Baum, C. E., "Extrapolation Technigues for Interpreting
Regultg of Tests in EMP Simulators in Terms of EMP
Criteria,” Sensor and Simulation Note 222, March 1977.

Sancer, M. I., Siegel, S. G., and Varvatsis, A. D., "An
Investigation of Portable EMP Simulators/Alternate Simula-
tors," Air Force Weapons Laboratory Sensor and Simulation
Note 248, October 13878.

Levine, H., and Schwinger, J., "On the Theory of Electro-
magnetic Wave Diffraction by an Aperture in an Infinite
Plane Conducting Screen,” Kline, M. (ed.), Theory of
Electromagnetic Waves, Dover Publishing, Inc., New York,
1951.

Bouwkamp, C. J., Diffraction Theory, New York University,
Research Report ENS50, 13853.

Tai, C. T., Dyadic Green's Functions in Electromagnetic
Theory, Intext Educational Publishers, Scranton, 1971.

Morse, P., and Feshbach, H., Methods of Theoretical Physics,
Vol. 2, Ch. 13, McGraw Hill Book Company, Inc., New York,
1953.

Latham, R. W., "Small Holes in Cable Shields," Air Force
Weapons Laboratory Interaction Note 118, September 1972.

Lee, K.S.H., and Baum, C. E., "Application of Model Analysis
to Braided-Shield Cables,” Air Force Weapons Laboratory
Interaction Note 132, January 1973.

Tesche, F. M., "Topological Concepts for Internal EMP
Interaction," IEEE Transactions on Antennas and Propa-
gation, Vol. AP-26, No. 1, January 1978.

Lee, K. M., "An Analytic Investigation of the Method of
Using an Extrapolation Function in Finding Criteria
Response from Simulation Response,” Sensor and Simulation
Note 235, December 1977.

48




APPENDIX A. DERIVATION OF OPERATOR EQUATIONS

- This appendix will present detailed derivations of Egs. (1)
— and (2) for the situation depicted in Figure Al. First we intro-
duce the following definitions:

Sm

The surface of the metallic enclosure (aircraft)
augmented by the mathematical surfaces Sl and 52.
The volume of a lossy medium in the proximity of
the enclosure (earth, water).

The surface bounding Ve -
The volume of an object in the proximity of the
enclosure (i.e., an aircraft carrier).

The surface bounding Vp.

The volume of a subsystem contained within the
ericlosure. ‘

The surface bounding Vg-

The volume exterior to S, bounded by Sm; S S

S

pl Ll

.+ and the hemisphere at infinity.
The volume interior to Sm bounded by Sm and Sq-
The volume of a rigid source of an electromagnetic

wave, J, and it is contained in V,.
The volume of the portable radiator.
The surface of the portable radiator.

The portion of S, over which the surface tangen-

tial electric field is rigidly specified.

The essential equation that this approach is based on is the

dyadic identity
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J[ &(5')-[V'xV'xg(£';£ﬂ -[V'xV'x&(g')]-g(g';g) av'

—~—

'f é(r')-{ﬁ(g' x§V'xg(5';£)H + [(v'xg(g')) xﬁ(g')]'g(g';g) ds'
[ .

(A1)

where A(r') and D(r';r) are, at this point, a general vector
and a general dyadic that must satisfy certain behavior
requirements (e.g., differentiability) but not necessarily
any equations. In Eg. (Al), S is the surface bounding V, and
ﬁ(;') is the outward normal to V. Next the volume, bounding
surface, 5(5'), and 2(5';5) are specialized. V is chosen,

in turn, as V, and V., and A(zr') is chosen as H,(r') and
gi(g'). We also choose D(xr';r) as appropriate Green's dyadics

(go(g';g), gI(g‘;g)) that satisfy the vector wave egquation

(7591 5K3 ) Go (mgrmy) = FE(RImE,) o=0,T EirEaeVq (32)

and subsequently the o subscript of r and r' will automatically
be implied by the subscript on ga when it is not explicitly
indicated. Boundary conditions to be satisfied are

ﬁ(g')x(V'XQI(g’,gl) =0 r'es (A3)

ﬁ(g')x(v'xgo(g',g)) =0 r'es UsUs, (A4)

(

3>
in

')x(V‘xgo(g',E))s ﬁ(g')x(V‘ng(g’,g)) r'es (AS5)

L

(o B
)]

(£')xe G (' E) = m(Z')xeGy (2',Z) L'€S (A6)

L
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The eguation satisfied by gL(g',g) is

l!_z [, 1
(v XV x=-w uos)gL(g 'Z) = 0 r'ev,,rev, (A7)

The equations satisifed by the Ha(g') are

2
V'x9'x=k; | E (') =
( °>'°‘ vrxJ(z') a=0

It also follows from Maxwell's equations

' ! x - !
v'xH, (") iwel,E (Z') T'ESy (AS)

Substituting Egs. (A2), (A8), and (AS) into (Al) for

vV = VO or VI and using the property of the ¢ function, we

obtain

BE.{(zx,) = I(x,) + E ~
=0 =0 =0 BerBgrEyrEo | as
o=m,p,r L Sq =
oy ) {A10)
+js’ ar) !E_Olg_olgo ds
= z : 3 ! (All)
g=m, S Sq

where é; is the unit outward normal to the sphere at infinity

S,

©
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v

§_(£’)-[ﬁ(£')x v'x§(£'7£)}] + iwe [5(5')X§(£')]'§(r';r) ds'
(Al2)
where € 1is the appropriate dielectric permittivity and
= 1 ty . ', t
I(zy) /; VIXI(2 ) Gy(x'iz,) av (A13)
J
Using Egs. (A3) and (A4) as well as the fact that
- e o - (Al4)
n(r')xE(r') = 0 g_'é(Sm S:L SZ)USpU(Sr Sg)
we find that
/; ln,Eofgo,go} ds' = ¢ (AlD)
P ..
~ . ~ . . !
Joo [Frmese] a5 = o teeg ez gz s
r g
T S(z,) (Al6)
./sm FwBoBale) ' - ‘“o(./;l[n EOTERET RS
+£ [na(g')xga(;')]'ga(r',ga) dS‘>
2
(Al7)
= 0,1

YN et Mg e A Fo T o g P A =



and because EO' EO’ and go satisfy the radiation condition

/s. lar"?-o'ge'ﬁo ast =9 (a18)

The remaining quantities to evaluate in Egs. (210) and (All)
are the surface integrals over SL and Sg- Substituting the
equations appropriate for the lossy half space, that is

(V'xV'x-wzuoe)gL(g') =0 r'ev, (Al9)
and
VixE (2') =-iweE (') z'ev, (A20)

as well as Egs. (A7) into (Al), we obtain

L .

r -
&(E')'{ﬁ({')x V'XQL(E"7£)H + iwe ﬁ(r')ng(;_‘) ‘G, (z' ;o)) as’

L

-

-

+ (' ‘A(' [V‘G ', l ] a(r' ty . t. V=
-[s E (") [n by )x] XG, (= 5)]] T oiwen(z')XE (£') G, (z' i) ds'=

-

.

The second integral in Eqg. (A20) is zero due to the losses

in V. (or the radiation condition if V; is lossless). Using
the fact that the tangential components of E and H are con-
tinuous across S;, as well the boundary conditions in Egs. (A5)
L in Eg. {(AlQ) is
equal to the integral over S1, in Eg. (A2l) which in turn we

and (A6), we see that the integral over S
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have just shown to equal zero. The integral over S¢ will also
equal zero, and the manner in which this can be seen depends
on the physical properties of the subsystem occupying V-

If it were totally metallic, the boundary conditions on EI

and 91
manner they did for the integral over Sp' If it were a

would make the surface integral vanish in the same

homogeneous dielectric, then the boundary conditions would
cause the surface integral over Sg to vanish in the same manner
the surface integral over SL was caused to vanish. If it were
some hybrid of dielectric and metal, a combination of the
arguments would be used to cause the surface integral to

vanish.

We can now write Egs. (Al0Q0) and (All) as

Hy(zry) = E(zy) - Kod (£') | (A22)
and 7
Hp(zy) = Kpdp(x') (A23)
where
F(zy) = Ilxg) +7§(£o) (224)

with I(r,) and S(xq) defined by Egs. (Al3) and (Al6) and the

operators Ka are defined by

chm(g) = iueo<./51g_'m(£l).gq(£v’ra) ds'

R TN )

. (a25)

55

Cm L Emmtee AT B e —r>=r e A




and we have made use of the fact that the tangential components
of the electric field are continuous through the apertures so
that

-8y (Z')XEg(Z') = Bp(Z')XEL (') = J_(z') E'esilUs,  (A26)
Now we focus our attention on g(zo) appearing in Eq. (A22).
It would be a very difficult task to evaluate Egs. (Al3), (ale6),
and (A24) in order to determine the full significance of F(r,).
Instead, we will simply utilize certain key features of those
equations as well as Egs. (A22) and (A25) to determine what
F(r,) must be if all the required equations were evaluated.
First, we note according to Eg. (Al3) that 5(50) is excited
by the rigid (interaction independent) source J(r') and that
according to Eg. (Ale), g(EO) is excited by the rigidly spec-
ified ﬁ(;')><§(£') for Ejesg. Next, we note that according
to these equations, both 5(50) and §(£0) are insensitive.to

the size of the apertures S, and 82 and in fact they are

insensitive to whether or nét these apertures are even present.
Using these observations in conjunction with Eq. (A25) as the
aperture size becomes zero and using the result in Eq. (A22),
we see that g(go) gquals EO(E) for the special case where

all apertures are sealed (short circuited). Mathematically,

we express this evaluation of E(Eo) as
= 5% (z,) (A27)

where the superscript is introduced to indicate "short circuit.”
We note that F(r,) is the short circuit magnetic field at

some point I, with apertures sealed, but all other aspects

of the external environment including the proximity and

structure of the radiator, S, are unchanged.
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Substituting Egq. (A27) into Eq. (A22) we obtain

s. \
Hy(xg) = Hy S(zry) = Kpd (") (A28)
Next, we define fi(r) = Ai;(x) = -fi;(x) for res,Us,, use the
fact that
Ai(r) xHy(x) = Ai(x) xHo(x) (A29)

and employ Egs. (A22) and (A28) to obtain

lim ﬁ(r)=<(K0+KI) gm(g') = EE.I.(E) (A30)
LI
I 7L
where we have used the definition
s.c. _
A(r) = H, () = Jp ;. (1) (A31)

and we have the desired result, in that Eqg. (A30) is the more

detailed representation of Eg. (1).

Before we can present our theoretical conclusions, we
must present our more detailed representation of Eg. (2).
In fact, we already have a representation of Eg. (2) for
the case where the desired internal electrical quantity is
the magnetic field. For that use we might choose the symbol
B as H so that Qu = H and LB = LH = K;. Another example
where the structure of L8 changes depending on the choice of
Q8 is readily demonstrated by considering the case where the
desired internal electrical quantity is the electric field
E and we denote B as E so that QE = E. For this case Eq. (2)

becomes
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Qp = Lgd, (x) (A32)

where

7 xK (A33)

Finally, we will discuss the more important case where the
desired internal electrical quantity is a current. For this
discussion consider tha£ part of the internal subsystem
occupying voiume Vgin Figure Al contains a wire and we choose
a local cylindrical coordinate system having its axis along
the wire and having the local azimuthal vector denoted

$w(z') at the point on the wire where we wish to determine
the current. The argument of this unit vector, &', denotes
the circumferential position on the wire. With these defini-

tions, the current on the wire is

1 =faz-$w(z') CHo(zg) (A34)

We see from Egs. (A29) and (A34) that

Qc = chm(g’) (A35)
where we have denoted I = Qc and
chm(E') EJ%.dz'¢w(2') 'Klgm(g') (A36)

We have now presented Egs. (1) and (2) in sufficient
detail to draw our desired conclusions. The specific points

we wish to make are:
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1. The external interaction current density, QE 1.7
can be excited by either a rigid source, a non-

rigid source, or a combination of the two types.

2. The transfer operator, Tg, depends on the external

environment to the system.

3. Tg depends on the internal environment.
4. Tg depends on the internal electrical gquantity,

QB' being determined.
5. Tg depends on the rigidity of the source.

Equations that specifically illustrate each of these points
are identified with the numbered points as follows:

1. Egs. (Al3), (Al6), (A24), (A27), and (A31);
2. Egs. (A4), (A5), and (A6).

3. Eg. (A3) as well as the argument that eliminated
the integral over Ss;

4. Egs. (A33) and (A36);

5. Eg. (A4).
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APPENDIX B. TRANSMISSION LINE THEORY

Referring to Figure 1, we replace the sources and trans-
mission line to the left of z = 0 by a Thevenin equivalent cir-
cuit as depicted below (Fig. Bl).

Zry P ~
TH (z) —» o
+
v * :
TH V (z) Zp
- -
2z

Figure Bl. Transmission line model with Thevenin
equivalent representing shorted end.

The source for this transmission line problem is given the

subscript notation "“TH" (VT } +to indicate that we have

H'ZTH '
applied Thevenin's theorem for the region to the left of !
the aperture. Details of the Thevenin equivalent will be
presented later. The equations satisfied by V(z) and I(z)

are:

d2V(z)

Z) 4+ kZV(z) = 0 (B1)
dz
a’1(z) , .2
S=FL 4 kI(z) = 0 (B2)
dz
The general solutions to these equations have the form
ikna2Z -ik =z
V = Ae 0 + Be 0 (B3)

60




)

ik.z -ik. 2
I=ce 9 +pe 0© (B4)

and it remains to solve for the four constants A,B,C, and D.

From the required relationship

V. _ .
a—z- = lkOZCI
- ikoz —ikoz
and the linear independence of the functions e and e '
it follows that
C = A/Zc (B5)
D = -B/Zc (B6)
From conditions imposed at the source, we have
VTH = I(0) ZTH-+ v(0)
or
VTH = (C+D) zTH + A + B (B7)
From conditions imposed at the load, we have
V(p) = I(p) Zn
or
1kop -ikop
0 = (CZR-A) e + (DZR-B) e (B8)
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It can be verified by substitution that a regrouping of the
ikoz -ik.z

terms according to whether they multiply e or e 0 in
the following expressions:
ik.z ik, (2p-2z)
Zc e ¢ . brp © 0
V(z) = \Y (B9)
zc-*-zTH L eZlkOp TH
PTHPR
ik_ z ik.(2p-z)
1 e 0 ope O
I(z) = - ZIX P Vo (B10)
1 - PoyPr ©

gives A,B,C, and D which satisfy Egs. (B5) through (B8). The
remaining definitions of the terms appearing in Egs. (B9) and
(B10) are:

zZ -2z
c TH
p = p— (BR11)
TH zc-+zTH
zZ -2
(o] R
Py = g———a— (B12)
R Zci-ZR

A successive use of Egs. (B9) and (Bl0) is regquired to obtain
the expressions pertaining to the model depicted in Figure 1.

That is, what we need are explicit expressions for VT and

H
Z in terms of V IEQ’ and transmission line parameters.

TH EQ’

Consider Figure B2.

in Thevenin Thevenin
equiv. equiv,
Figure B2. Model for the Thevenin equivalent construction.
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The Thevenin equivalent parameters are easily obtained from
the right-hand portion of Figure B2. The short-circuit cur-
rent that would flow through a zero-impedance wire connecting

the two terminals in that figure is

I = 1I

sc EQ + VEQ/zinL (B13)

The open-circuit voltage that would appear across those ter-

minals is

V0.c. = VEQ + IEqunL = VTH (B14)
The Thevenin impedance is
v
..O.cl
vA = = 2. (B15)
TH Is'c. inL

From Egs. (B1l4) and (Bl5) we see that we would have the desired

description if we had Z; in terms of the parameters of inter-

nL
est. To obtain this representation, consider the left-hand

side of Figure B2 reoriented (Fig. B3)

¥
a
v

C

5
=
N

o |

Figure B3. Portion of the transmission
line reoriented.
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and consider the situation (Fig. B4)

[}
o
)

Figure B4. Model using V,pn.

where we have introduced an artificial voltage source Vagrm

to the transmission line as well as a coordination system
description V(z) and I(z) analogous to the one introduced in

Figure Bl. The reason is that

_ V{0)
ZinL = T0O) (B16)

and this ratio is independent of Vary* Specifically, using ‘

the analysis developed for the situation depicted in Figure Bl,
we can immediately £ind

v{o) = VART {B17)
2k d

1 T tegpe

1(0) = z_ R VaRT (B18)
]
l - DR e
7 -2
_fe Ty,

Dl';{ = 'Z—C—_T_—Z—' (B19)
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so that

, 2ik0d
1l - Pgp ©
A = 2
inL c 21k63
1l + pé e
and for our case ZL = 0, so pé = 1, and
2ik0d
z =g Lc-¢ = g (B20)
inL c 2ik0d - °TH
1l + e
and
Ver = Veg t IedfmH (B21)

Substituting Egs. (B20) and (B2l) into Egs. (BS) &nd (Bl0) gives
us our desired result. Performing this substitution and eval-

uating the expression for V(z) at z = p, we have

(c) (c)
v(p) = Tti%g, + T %'E (B22)
Jz y/ En n
where
2ik .4
TJ(,C) = KF(1+e4 0 > (B23)
A
and
() 2ikod
TEC = (KF/22.) (l-e ) (B24)
n 0
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with K defined in Eqg. (12) and

ikop
(1-pR) e
F = .
fikoL
2(l-pR e )

(B25)

and PR is given in Eg. (B1l2).
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APPENDIX C. FIELD EQUIVALENCE PRINCIPLE THAT
EXHIBITS EXTERIOR ENVIRONMENT DEPENDENCE

This appendix prasents a.field equivalence principle that
could be used as an alternative to the operator approcach for
serving as the basis for the transfer coefficient measurement
procedure described in the text. The major difference of the
work presented in this appendix and field equivalence prin-
ciples that appear in the literature is the emphasis placed
on external environment dependence. It is shown that £fields
penetrating a metallic enclosure retain a dependence on the
environment exterior to the enclosure that is not completely
accounted for by the effect of the exterior environment on
the short circuit current density.

The field equivalent derivation is performed relative to
the situation depicted in Figure Cl.

A
.np

Ve A

Sp

Sg

Figure Cl. Relevant geometry for field equivalence
derivation.
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The metallic enclosure is bounded by the surfaces SI and S
and the anclosure is not required to have zero thickness.
The definition of a volume interior and exterior to the
enclosure requires that we choose a mathematical surface S

a @
that becocmes the definition of the surface of the aperture.
The volume interior to the enclosure, V,, is the one bounded
by the surface sI together with Sa- The volume exterior to
the enclosure, V;, is the cne bounded by the surfaces S;
together with SA as well as a surface at infinity. The
exterior volume contains the volume Vs corresponding to the

E'

source volume current density J,(z) which is the original
source for all fields. In addition, Ve contains the volumes
which comprise the "exterior environment” to the enclosure.
These volumes are denoted vp corresponding to a perfect con-
ductor of general shape and V, to finitely conducting volume
of general shape. For generality, VI contains lossy material
occupying the volume VL' We now write Maxwell's equations
for the entire volume VE - Vp as well as'for v

I:
V x E,glE) = lwugh, o(z) (cl).
VxH g(z) = ~iwegE g (D) + dgE,g{z) + JIylL) (c2)

and the double subscripts are introduced to make both boundary
conditions as well as subsequent definitions explicit. The
subscript a represents either E or I according to whether

reVy, or reVy and 8 represents either 0, F, or L accordin? to
subvolumes .in which r is located. It is also noted that J,(r)
is nonzero only if eV In addition to satisfying Egs. (Cl)
and (C2), the fields satisfy the following boundary conditions:

= {C3)
ﬁp(f.) x EEO(E) 0 E_ESP
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C )

Ap(z) X Egq(z) =0 resSy (C4)

ﬁI(£)><§IO(£) = 0 I€Sq (CS)
Bp(Z) X Egp(£) = fip(z) x Egq (D) Iesy (C6)
Ap(z) X Hpp(x) = fip(x) x Hpq(2) resp (c7)
fi, (x) XEIL(E) = fi, (£) X E4q (X) gesL (C8)
A () x Byp (£) = g (2) x Bo4(2) resS; (C9)

In addition, BEO and HEO satisfy the radiation condition at
infinity. These boundary conditions are sufficient to guar-
antee a unique solution to Egs. (Cl) and (C2). 1In order to
proceed, it is necessary to define the external interaction
fields. These are fields ggér‘ and ggél' that satisfy Egs. (Cl)
and (C2) as well as the boundary conditions

E I.

ﬁ (£) xEgp " (z) = 0 res, (Clo)
ﬁE(r)><E '(r) =0 I€S USy (C1l)
a (DT (m) = a0 < BT (@ - zesp (c12)

E II

Bzg () r€s (C13)

fp () x HEp' " (z) = Bp(z) xE
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as well as the radiation condition at infinity. These boundary

conditions guarantee a unique solution. Next we define the
fields

S . - oE.I.

ggg ggg Qgs (Cl4)
s . - wE.-I.

Heg Hzg Heg (Cl5S)

The fields on the right-hand side of Egs. {(Cl4) and (ClS5S) are
unigue, so it follows that the left-hand sides are unique.

Next we introduce the fields EQB and EGB which satisfy
Egs. (Cl) and (C2) with J,(r) = 0 even when reév;. These
fields satisfy the boundary conditions given in Egs. (C3)
through (C9), the radiation condition, and the following
equation defines their source of excitation

ig(m * (Epo@ - Bgo(m) = @ * Byt (@

=3, ;. (D res,  (CL6)
Shortly it will be shown that
g = Eng (C17)
Hp, = 528 (C18)
Erg = Erg (CL9)
Hrg = Hrg (c29°
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Egs. (Cl6), (Cl?) and (C20) are the key equations in descriking
the field equivalence principle. Eg. (Cl6) exhibits that the
external interaction current density is the only source for the
Eas, H,, fields. Egs. (Cl9) and (C20) state that those fields
excited within the enclosure are the same as those excited by
the actual volume source J, (z). In addition, it is important
tQ note that J (r) excites the fields EIB and EIB in a

=£.1I.
manner that simultaneocusly requires

EEB and EEB to satisfy
boundary conditions in the environment external to the cavity.
This fact will be regquired to’proye Egs. (Cl9) and (C20).

This fact is also a statemeht thatlthe external environment
dependence of the cavity fields is not totally accounted for

by its effect on Jp ; -

To prove Egs. (Cl7) throuch (C20), we introduce

= s
§§B = Ep - Eag (c21)
Eo, = By, - Hi (c22)
8 = Begg ~ Hgg
D

E - E - E (C23)

= H - 4
Hrg = Hrg - Hig (c24]

and form the relationship utilizing a vector identity and Max-
well's equations without a volume source

*
D .D*] _ xD*.gxgP - gP. .9xul
v [§a8><§a8] Sag =aB

7




Next, we use the divergence theorem and integrate this equation

over the volumes V. - Vp -~ Vg, Vg, V; = Vy, and V; to obtain
2 2 2 ‘.

; D D D

f 1“’(“0]530‘_ ) Eolﬁzol ) * °ol§eol v

Vo=V -VF
D D* . [=D D*

= ﬁw'{:g.goxg-zo]ds+f ﬁp [Ezox%o} ds

S S

/; l‘“(“?‘ér‘z EF“?-EF‘Z) * 9 E'EF‘Z v

D D*
=f A - [EEFXEEF] ds  (c27)
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D~ D*
+ - .
f & [Ero X 510] ds (C28)
S

= ~ . [=D D*
'/ g A [EILXEI_IL]ds (C29)
S

Egs. (C26) through (C29) are now summed, and the boundary con-
ditions given in Sqi; (C3) through (C9) as well as the radiation
condition are used to eliminate all the surface integrals with
the exception of thefingegralsr9yefﬁsA. TPe resulting equation,

using the fact that'ﬁE_- -ﬁ;’ is written 4& " -

- T

2 2 Ty
. . D D
V. =V =%/ 7

E-'p 'F

* /; 1w (ul"" g“EF

F

l 2
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2
+ i D - e
f {lw(uoiﬁzo Eo
V=V

SRR CEA R A
f Al e b | (e s)
SA

[ )] - ensi) |

(c3o.

Next, it will be argued that the right-hand side of of Egq. (C30)
is zero. The terms appedring in this are expanded using the
previously presented definitions

~ D .I. ~
“E"?-Eo"'ﬁ*r:"ﬁo + g x Egg - 8 X Egg (C31)
A xE2. = A_xB.. - A xE (C32)
E* E10 £ * Erg E * Ero
. D _ E.I.. ~ .= _ 4
agxHD) = I T g xHpg - Ap x Hpg (C33)
A :(HD = A xH - AL x H
g~ H1g £ Hrg E X Bro (C34)
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It is necessary to argue that

~

: n = B
@ £ Es0 T Bg* Epo zeS, (C35)
and
fp *Ego = fp xEpg zeSy (C36)
These two equations follow from the fact that guo and gﬁo are

determined under the conditions that SA is just a mathematical

Lad

furface having no physical significance. 1In contrast, Eso and
§a0 are excited by a physical source at the location SA. In
order to draw our desired conclusions, it is necessary to
specify boundary conditions in addition to the previously pre-

sented ones for these fields. These boundary conditions are

A xEsq = Bp xEpq res, (C37)
, Now it is noted that Eq. (Cll) implies
~ .II
gy xEog "= 0 res, (C38)

Substituting Egs. (Cl6) and (C31) through (C38) into the right-
hand side of Egq. (C30) leads to the conclusion that this right-
hand side is zero. This in turn implies that the left-hand
side of Eq. (C30) is zero. Equating the real and imaginary
parts of the left-hand side of Eq. (C30) leads to the con-

clusion
2
D
C39
|§38| = 0 ( )
2
D
= (C40)
B2l =0
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Egs. (C39) and (C40) imply our desired conclusion given by
Egs. (Cl9) and (C20). A final note is that the proof made use
of the standard procedure of considering a0¢=0 even though the
case of interest is co=-0. The usual argument of stating that
all media have some amount of conductivity could suffice to
justify this procedure or one could argue that the solution

is continuous as 9 approaches zero.

An analysis which makes the dependence of EIB’ EIB on the

external environment more explicit will now be presented. The

fields gi;, gi; are introduced which satisfy the equations

) {C41)

(C42)

+-0, E (X, E5) + X;8(Z-Iy) r eV, - Vy

-

and they satisfy the same boundary conditions as do E_., H_,-
Using a standard vector identity and Egs. (c1), (c2), (cal) ‘and
(C42), we obtain

(z) + X;8(z-ry) (C43)

=D

Xi L2
N T WEENES o -

—af ZaB

Integrating Eg. (C43) ove? VE-VP, VF’ VI-VL, and VL and
using the boundary conditions, we obtain

~ Xi
- c44)
/ - g [—EO “Ego -H-EO] ds = 0 (

Xi =~ =~ i 2 -
- . - = . " E (A- ) (C4S)
];A B {510 XxHpg~Egp ™ 1:—81{0] ds = X;" EzglZp
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From the described boundary conditions it follows that

| 1

i - A Xi
x§§0> Ay (gro"gzo) (C48)

Combining Egs. (C44), (C45), and (C46) we have
L Xi =~
/;A{ . [Ezo >‘Ezo}

- fg [—EO -:.o]}ds = Xy Epglzy)

. C Xi
Using the continuity of ﬁE:*gag on SG as well as Eg. (Cl6), we

(C47)

have

xi .
fA Erg(Z/Zp) * g ;. (©)dS = X, - E_ () (C48)

Multiply both sides of Eg. (C48) by ii and summing over the
three orthogonal directions Xl, 22, and 23 we obtain

JQA Q(E,ED) . EE.I.(E)dS = EIO(ED) (C49)
where
G( r, £D = Z XL—IO(r ) (CS0)
i=1

Eg. (C49) demonstrates that the external environment dependence
of E;rq (2p) is contained in f(r Zy) as well as through Jg 1 (2.
This is the case because EIO(r +L.) must be determined simul-
taneously with Eés( ) which satisfies boundary conditions

in the external envxronment. The magnetic field at ry is given by
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' bad = } . i - l X . r
éIO(=D) = (labo) 7 JQA g(g,go) EE.I.(Z)dS (CSL)
A large variety of internal electrical gquantities are linear

operators on EIO(ED) and 510(50), and Egs. (C49) and (CS51)

imply Eg. (4). The assumption of an inverse oOperator regard-

ing =hat eguation has alsoc been proved.
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