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Abstract

This note provides a basic understanding of the theory of
pulse propagation through the ionosphere. It is intended for
use by personnel involved in the design of simulators and in the
development and application of testing and design criteria. The
geometrical ray theory of propagation is used throughout. The
propagation characteristics of two representative ionospheres
are studied and the transfer functions of one of them is used to
calculate the propagated time waveform. An analytic model for
calculating the envelope of the propagated waveform is derived
and the results are compared with the envelope predicted by
Fourier transform methods. Finally, a discussion of energy and
field coupling to systems with simple transfer functions is
presented.’ -
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Foreword

The author started composing this note about two years ago
when he was editing a technical report by William Karzas and
John Darrah. That report was an exoatmospheric EMP criterion
" with some discussion about ionospheric propagation and system
coupling. The report has not been published as yet, although
the criterion has been disseminated. The criterion was strictly
a Fourier transform and Karzas and Darrah were the first to
point out the problems involved with using a time waveform.

. The author decided that an unclassified note, which
elaborated on the principles involved, would be  useful to per-
sonnel involved with criteria or simulator development. This 1is
that note.

The author wishes to thank Karzas and Darrah for unwittingly
inspiring this note and .for (also unwittingly) contributing some
of the material in sections 4 and.2. The author also wishes to
thank Capt. Gerard K. Schlegel for allowing him to proceed along
this line of investigation while Capt. Schlegel was Lt. Messier's
boss, and there were higher priority projects to pursue, and Mr.
John Wood for making the difficult Fourier transform routines
used to calculate the propagated waveforms a realistic method.
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i. Introduction and Dlscussicn o Exoatmospheric Jriteria

The ourpose of this note 13 to provide a general background
for versonnel involved with the survivability/vulnerability (S/V)
assessment of satellite systems. This note 1s not intended to
present criteria of any kind and the information presented
should not be interpreted as such. The propagation of EMP
through the ionosphere is examined as though it were a linear
phenomenon, i.e., a transmission function can be determined
through CW analysis and that transmission function is used with
Fourier integrals in order to determine the transmitted pulse.
The large electric field values involved actually cause nonlin-
earities and the real fields may be an order of magnitude dif-
ferent over large ranges of frequency or time. Therefore, good
criteria cannot be established until this and other effects are
considered.

Certain misconceptions exist which could take their toll in
satellite S/V analysis and simulator design. The most common
problem, and one which will repeatedly be referred to in the
text of this note, is the idea that "EMP threats must be speci-
fied in volts/meter," or more =sxactly, that an EMP threat or
criterion must be presented as a time waveform. This notion has
caused no great difficulty in non-satellite criteria, except
that it often results in an abbreviated thought process which
accepts only peak electric field values as an input. This note
will show that the ionosphere acts in two important ways upon a
pulse which propagates through it. First, all frequency con-
tent, below a certain cutoff frequency, is filtered out. Sec-
ond, the ionosphere causes dispersion of the pulse, i.e., the
frequency components are separated in time. The result, in the
time domain, is that the original pulse is transformed into an
oscillating wavetrain. The envelope peak is much less than the
peak of the undispersed signal, but this is compensated for by a
much longer duration. The lower peak fields are commonly inter-
preted as meaning that the dispersed pulse is less a threat than
the undispersed pulse. An immediate corollary is the belief
that systems tested to the undispersed pulse are overtested to
the exoatmospheric environment. This idea has® about as much
validity as the older idea that egquipment protected against
lightning is protected against EMP.

The use of a time waveform as a design or testing criterion,
or as a specification for a simulator is unnecessary at best.
No one will argue that a Fourier transform representation is en-
tirely equivalent to a time waveform. The equivalence, of
course, assumes that the time waveform is known for all time.
One advantage of using the Fourier transform is that the user is
forced to think more about what he is doing and cannot lean on
the peak field crutch. A second advantage is that most coupling
calculations are linear and the Fourier transform can be used
directly. The transform of the ionospherically propagated pulse

is more simply represented in the frequency domain and, most



importantly, less sensitive to the ionosphere parameters. Small
changes in the dispersion result in small percentage errors in
the phase of the transform and in the cutoff frequency. How-
ever, much larger percentage errors appear in the envelope mag-
nitude, the peak value and width of peak, and in the instantan-
eous frequency seen at a given time. The work required to sat-
isfy a time waveform specification could be much more than that
required to satisfy the equivalent frequency space specification
to the same degree of accuracy. Since the exact time waveform
is probably not important, the extra work is wasted. The fil-
tering of the ionosphere is beheficial in eliminating the need
to calculate the late time signal before propagation because the
low frequencies are removed from the spectrum. However, un-
knowns in the early time undispersed pulse are expanded to later
times in the dispersed signal. Thus, if large uncertainties
exist in the first nanosecond of the undispersed pulse, the same
uncertainties can exist to many shakes in the dispersed pulse.
The uncertainties will be exactly the same for the dispersed and
undispersed pulses in the frequency domain. The only advantage
to using a time domain specification is when non-linear phenom-
ena are involved in a numerical study of the coupling. In the
case of satellites, especially those at great orbiting distances,
the nonlinearities are usually due to active logic circuits, as
opposed to electrical breakdown (because of the low voltages in-
volved). A computer study of the EMP effects would probably be-
gin with a linear coupling to the satellite body anyway, with
the resulting voltages and currents being applied to the active
circuits.

The question of using the undispersed pulse as an "over-
test" of a satellite system deserves careful consideration.
Even though the undispersed pulse may, in fact, be an equivalent
test pulse or an overtest in ninety percent of the systems
tested, there is no a priori reason to believe that this will be
true for any-given system. It must be remembered that the en-
vironment predicted by linear methods 1is not correct, either,
because of the non-linearities involved in tfi® propagation of™
large fields through the ionosphere. Therefore, when deciding
how to test, several factors must be considered. Figure 1-1
shows the block diagram for a hypothetical satellite system in
order to demonstrate the types of equipment involved. If a
failure mode depends on the field strength seen after coupling
over a wide band, then the undispersed pulse will definitely be
an overtest. If the failure mode depends on the total energy
absorbed over a given bandwidth, then the undispersed pulse will
either be an overtest or an equivalent test depending on whether
or not the ionosphere has filtered out part of that bandwidth.
If, however, the failure mode depends upon the time rate at
which energy is applied, then the undispersed pulse can be a
threat greater than, equal to, or less than the dispersed pulse.
Some possible examples of the latter will be discussed in the
next paragraph. The exact modes of failure may not be known un-
til tests have been performed, but it should be possible to



study the satellite system beforehand in order to predict the
most likely failure modes, especially for the active circuits.
This study can then be used to design a proper test or series of
tests. The pretest homework can then be compared with the test
results to see if the system was really understood and a new
series of tests devised, if necessary.

In order to speculate on failure modes which are more sen-
sitive to the dispersed pulse, refer to the satellite model
shown in figure 1-1. The EMP can couple into the satellite
through antenna systems, through panels containing solar cells,
by exciting the body of the satellite, or by penetrating through
apertures in the skin, e.g., optical sensors. Certain satel-
lites could act as high Q cavities and set up ringing modes
which are driven by the dispersed signal. This would allow
more time for components inside to absorb energy from the field.
The fact that a satellite is such a small body means that any
common grounding circuits behave much differently than what one
normally thinks of here on earth. The ground itself is an an-
tenna and highly varying potential differences can be superim-
posed upon the normal voltages by the oscillating waveform.
These voltages can be reflected in a string of erroneous data
being fed into the memory banks or transmitted back to the sat-
ellite's ground station. The undispersed pulse may only disturb
a few bits. During the period when the satellite is coupling to
frequencies near those of the clock which determines the samp-
ling rate, or harmonics thereof, the entire sampling process
could be thrown off. The telemetry unit, which determines the
order in which data is returned to earth, could be unsynchro-
nized and the ground station might not be able to decode the
data. The power supply may see a quasi-D.C. signal correspond-
ing to the envelope of the dispersed pulse and all systems would
then operate with incorrect voltages for periods near a milli-
second. :

The last part of this section can be summed up by the
statement that if one tests to the undispersed criteria, he has
not tested to the correct environment; on the other hand, the
dispersed environment calculated by linear theory isn't correct
either.
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2. Propagation Theory

This chapter presents a description of propagation in the
ionosphere sufficient to understand the exoatmospheric EMP en-
vironment. The first section discusses the propagation of plane
waves in a plasma. Here, basic concepts such as plasma fre-
guency, absorption, and index of refraction are introduced. The
following section discusses ray propagation in the ionosphere
from the point of view of Snell's law. The relationship between
angle of launch, electron density, and cutoff frequency is de-
rived. .

In chapter 3, the EMP environment will be determined using
linear propagation theory. The initial pulse is Fourier trans-
formed, operated on by a transfer function, and inverse trans-
formed. The transfer function will be determined by considering
the propagation of plane waves of various frequencies, thus put-
ting chapter 2 to a useful purpose.



2.1 Propagation of a Plane Wave in a Plasma Medium

The currents produced in an ionized gas under the influence
of an electromagnetic field are of two types: conduction and
displacement. The first is characteristic of a2 metal and the
second is characteristic of a nonconductor. We then expect to
see properties common to both these types of matter ir our study
of plasma. These properties are described by the permittivity
(), conductivity (0), and magnetic permeability (). In all
future discussion, u will be assumed to be ug = 47 x 10~7 henry/
meter, Initially, only a homogeneous isotropic (no magnetic
field) plasma will be considered. Also, the conductivity due to
ions will be neglected, which is a good first order approxima-
tion due to their significantly lower mobility. The plasma
state can then be characterized by two parameters for purposes
of propagation study: plasma frequency (wp) and electron colli-
sion frequency (v). The plasma frequency corresponds to an os-
cillation of the electrons under the influence of their combined
electric field. A resonance effect occurs when the plasma is
excited by an electromagnetic wave of frequency wp. wp is pro-
portional to the square root of the electron density and is
given by

2
w? =9 N =3182.8 N (2.1-1)
P em
o e
where
g = electron charge (1.602 x 10-19 coulomb)
€, = permittivity of free space (8.842 x 10-12 farad/meter)
m, = electron mass (9.108 x 10-31 kgqg)

N = electron density (electrons/meter3)q, _ _—

In Hertz, the plasma frequency is given by
f- = 80.621 N (2.1-2)

The electron collision frequency is the rate of energy loss col-
lision of electrons with neutrals, assuming a slightly ionized
gas. This is an energy loss mechanism and is responsible for
the attenuation of EM radiation propagating through the medium.

The solution to Maxwell's equations for a lossy medium can
be obtained by assuming either a complex dielectric coefficient
or a complex conductivity. We will choose the latter and assume
€ = €g. It is instructive, however, to look at the lossless
case first, since the solution for current flow is analogous to



a simple LC circuit (Corson and Lorraine, 1962; p. 344). Ne-
glecting collisions, conductivity is given by

o5
g = —180 - (2.1-3)

The conductivity is imaginary and the conduction current lags
the electric field intensity, E, by 7m/2 radians, the same as in
an inductor. The displacement current,

=3

leads E by the same amount, just as in a capacitor, so that the
displacement and conduction currents are m radians out of phase.
The total current is less than if no plasma were present. The
total current density is given by

2
3D ~ .[ _ So% ]
T + J =1 meoE E
- ()]
= iwe 1 - m) E . (2.1-5)

This shows a resonance phenomenon which makes the current zero
at © = wn. This case is mathematically similar to the solution
for the current in a parallel LC circuit in which the total cur-
rent is given by

I = iwCV - 1 R ]
7 whl - - R . oy

il

2

iwc[l - l/LC]V ) (2.1-6)
[TV

The equation for the conductivity of the plasma can be de-
rived from the Lorentz equation for the velocity of an electron
under the influence of an electric field. The electron current

is
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where
Jd = current density
g = electron charge
N = electron number density
v = electron velocity.

The current and electric field are related through Ohm's law
E =0J (2.1-8)

or

_ v -
o = gNg (2.1-9)

The equation of motion of the electron in an electric field is

dv

mIE + mgv = gE(t) (2.1-10)

where

electron mass

m

g damping constant

energy loss collision frequency (v)

In the case of CW propagation,

E(t) = Eoei“’t | (2.1-11)
and
v = % ETETJ (2.1-12)
or
2

— N _
o _ﬁ_(EqTfuTT (2.1-13)

11



Since g = v, the electron energy loss collision frequency,

2
- 9N _
g m(v + 1iw) (2.1-14)

or
2
Ng [ V . w ]
g = - i —_— (2.1-15)
m \J2 + UJ2 \)2 + U.)2
=€ “2[7L7 - i—z—w‘—z} (2.1-16)
oP Vv + W \¥) + W
=g - io. (2.1-17)
r 1

The real part (0y) causes absorption of the propagating wave,
while the imaginary part (o4i) is responsible for the frequency
dependent propagation velocity.

Maxwell's radiation equations are

2
vxh=c¢ &+ oF (2.1-18)
o3
> o
V X E = _HO?‘E (2.1—‘19)

> >
2= 3°E -, - oB g
= —— —— % i - -~ a-
V°E eouo A 5 + uoo T (2.1-20%

Let & be the coordinate axis in the direction of propagation and
assume a solution of the form

E(2,t) = E expli(ut - k)] (2.1-21)

where E is transverse to 2 and the vector notation has been
dropped. Substitution yields an equation for k, the wave num-
ber,

12



k2 =g U wz(l - i ° )
o 0 eow

But eolo = l/c2, so that

k2 =1 —(i E"w) ,
x ~o
(@)

where Ao is the free space wavelength and %o = Ap/2T.

k = ky - iki, 0 = 0y - i0i, and o' = 0/epWw,
5 ,1/2
Vl - 0! c'
ky = S ‘/— (_J (l - a') -1
V2%
o L
. - . : > L1/2
- o! 2 o}
- ey -
/77:0 i
where
2
“p
g! =
v2 + wz

ky is related to the index of refraction (n) by

&

so that

For ¢} << 1 and Vv << w,

13

(2.1-22)

(2.1-23)

Using

(2.1-24)

(2.1-25)

(2.1-26)

(2.1-27)

(2.1-28)

(2.1-29)



while,

2
w
=L - _P___V -
ki =35% = 3¢ 3 . 3 (2.1-30)
vV w
or
2
Nv
K., = =3 (2.1-31)
i Zeomec vz - u)2

Looking at the expression for n, the index of refraction, we see
that the phase velocity, vp = ¢/n, is greater than the speed of
light in vacuum. However, the group velocity, vg = nc (in an
isotropic, lossless medium), which is the speed at which infor-
mation is transmitted, is still less than the speed of light.
The important point to be noted is that the velocities are fre-
guency dependent, which leads to the phenomenon of dispersion,
or spreading, of any pulse being propagated through the plasma.
Using the binomial expansion, we see

- lw 2 -

v, = c|t + 3 1?) (2.1-32)
. lw 2-

vg = c|l - E(TF) (2.1-33)

>>
for w Wpy .

The attenuation is also frequency dependent.' The attenua-

tion factor is defined -as - S _ -_
A= lEi%LEll = exp(-k, 2) (2.1-34)
o

where we will refer to (ki) as the attenuation index. The at-
tenuation in decibels is given by

A (db)

lO.(loglOe)A

lO(loglOe)kil (2.1-35)

14



so that, by equation 2.1-31, the attenuation in decibels per
meter is

2
[iv]
A(@b/m) = 7.2 x 1077 2 (2.1-36)
AV IR )
or
A(db/m) = 2.29 x 107° — (2.1-37)
) 7
v o+ w

For v2 << w2, the attenuation in decibels or decibels per meter
is inversely proportional to the frequency. The attenuation
factor, as a simple ratio, goes as e to a negative power which
is inversely proportional to frequency, i.e.,

2

A =‘exp(—l1) ' ‘ ' (2.1-38)
w

where W is a constant. In practice, W is easily found from ray
trace programs and equation 2.1-38 can be used to model an ion-
ospheric transmission function in conjunction with approxima-
tions for the dispersed phase. Experience shows that the model
is quite good for realistic ionospheres down to frequencies
close to the cutoff frequency (see section 2.2 for the defini-
tion of cutoff frequency).

If a plasma medium of variable electron density is involved
and the density variations are not large over a wavelength of
the frequency of interest, multiplications by & can be replaced
by an integration over %.. The restriction on the density gradi-
ent is necessary to ignore wave reflections in the media. Thus,
in a variable medium, the electric field is described by

E(u,t) = E_ exp[-/k;d%lexp[ifk d2] oWt (2.1-39)
and the attenuation in decibels becomes
A(db) = 2.29 X 10'5Jf—§35L7§d1 (2.1-40)
AV + W

Note that ky and kj exchange roles as phase and damping terms
when

15



wz = w2 + v2 (2.1-41)

The presence of a magnetic field causes the conductivity to
become a tensor quantity. In the direction parallel to the mag-
netic field, the equation for ¢ remains the same, namely

2
] - Na -
parallel: GO = nlv + 1oy ° (2.1-42)

However, the electrgn mgtion perpendicular to the magnetic field
is modified by the v x B force yielding

qu(v + iw) _ (2.1-43)
mf(v + im)2 + wz

perpendicular: o =

where we is the gyrofrequency of the electron

~

=§g -
w, = =1 . (2.1-44)

The tensor quality of the conductivity causes the wave to
be broken into two components, each propagating with a different
velocity along a different path. These components are called
the ordinary (O) and extraordinary (X) rays, the ordinary ray
path being the path which would be taken in the absence of a
magnetic field.

The magnetic field also causes the polarization of the wave
to change from planar to elliptical. The wave propagates
through the plasma by exciting free electrons into motion along
the direction of the E field. If there is no ambient B field,

the electrons will oscillate along this direct®on and reradiate-- -

the same signal, with the exception of whatever energy is ab-
sorbed through collisions with neutrals. The presence of an ex-
ternal B field induces an electron motion perpendicular to its
original direction and the B field. If for example, the ray
path is parallel to the magnetic field lines, the electrons will
attempt to spiral in a circle about the ray, giving rise to an
electric field with circular polarization.

The presence of ionic species can be accounted for by add-
ing the ionic conductivity to the electron conductivity, i.e.,

2 2
[ Neqe Niqi
parallel: 00 = me(ve T 1o + mi(vi ) (2.1-45)



Neq2 (v, + iw) Niqiz (v, + iw)
perpendicular: Op = < +

m [(v + iw)2 +-w2} m, [(V- + im)2 w2
e e e i i i

(2.1-46)

The e subscripts denote electronic parameters and i subscripts
denote ionic properties. The presence of ionic species causes
new resonances to occur, but at much lower frequencies than the
electron plasma frequency due to the large ionic mass. The
ionic resonances can allow a small amount of the low frequencies
to "leak" through.

In our discussion of the exoatmospheric environment, both
the earth's magnetic field and the presence of ionic species
will be ignored. Their consideration is not of immediate im-
portance to S/V analysis.

17



2.2 Ray Propagation in the Ionosphere

In evaluating the threat to an exoatmospheric system, it
will be possible to ignore many features of ionospheric propaga-
tion. Two such features, already mentioned, are X and O split-
ting and the presence of ionic species. This should be of lit-
tle consequence. We will also ignore the electric field depend-
ence of the ionospheric temperature which enters through the
electron collision freguency (v) and through the electron den-
sity (N), especially if the fields are large enough to induce
electron avalanching. The presence of any field dependent guan-
tity destroys the linearity of the problem' and renders the
Fourier transform methods used in sections 3 and 4 useless. The
large fields produced by a high altitude burst, with their low
geometric attenuation, could produce a significant field depend-
ence. One more feature which will be ignored will be the wave-
1ike nature of the signals which cause reflections in the ion-
osphere. We will assume that the gradients in the ionosphere's
electron density profile are small compared to the wavelengths
of the frequencies which propagate through. Under these condi-
tions, we can use Snell's law to calculate the ray path of the
propagating wave. The transfer functions developed for section
3 were calculated by a ray trace code using this technique. The
phase and absorption are integrated along the path determined by
Snell's law.

In a planar medium, Snell's law is

n sinf = n, sinBi (2.2-1)
where
n;, = index of refraction at the origin of the ray
8. = angle of incidence (measured from vertical)
n = index of refraction at any point o . ——

® = angle of ray at any point.

If the ray originates in air (ni = 1), Snell's law reduces to

n sind = sinei (2.2-2)

In a medium with spherical symmetry, Snell's law takes on a form
which takes into account the change in 6 caused by moving from
one reference radial to another, i.e.,

nR sind = n.R_ sin®, (2.2-3)
1 0O 1

18



where the new variables are

R
o

R

radius to the point of origin

radius to the point of interest.

When the ray originates in air,

nR sin® = R_ sin®. {(2.2-4)
o i

The ionosphere cutoff frequency (wg) can be calculated di-
rectly from Snell's law. As will be shown, wc depends only upon
the maximum electron density encountered along the path and 8j.
It does not depend upon the integral of any quantity along the
path. Before proceeding, let us define two terms which are
properly used in discussing the over-the-horizon (OTH) iono-
spherically propagated signal, but which the reader may en-
counter in general discussions of ionospheric propagation. The
first term, MUF, is the maximum usable frequency for communica-
tion between two fixed locations. The second term, MOF, is the
maximum observable frequency for propagation between two fixed
points. The MOF, being higher than the MUF, but not useful, is
probably caused by reflections from irregularities in the iono-
sphere. The MUF is obviously related to g, but is properly
used only with signals propagated between two points below the
ionosphere. Given that same angle of launch, the MUF would also
be the lower limit of frequencies propagated through the iono-
sphere. -

Consider a planar ionosphere first. For a given angle of
launch, the cutoff frequency is that for which the ray path
makes a 90° angle at the altitude containing the largest elec-
tron density encountered to the point of interest. All higherxr
frequencies will penetrate to higher altitudes. Let the maxi-
mum electron density be Np. Let neg be the inggx of refraction
corresponding to Np and let wpm be the corresp nding plasma fre-
quency. Then, by Snell's law,

n_ = sin®,. . (2.2-5)
c i

When v is negligible,

and

19



w
n2 = sinze. = 1 - (*EE)
c i W
c
so that
©om
We < coge. . . (2.2-6)
i

From this equation we see that we increases for increasing
launch angles. For vertical incidence, wc = wpm, and wc becomes
infinitely large as 0i goes to 90°.

The plane ionosphere model breaks down for launch angles of
about 60° and the spherical ionosphere model must be used. The
same derivation using the spherical Snell's law yields

w = pm (2.2-7)

where Rq is the geocentric distance to Npm.

In order to complete the discussion of fundamental con-
cepts, we must devote some time to define the wave and group
phase as well as the associated delay and dispersion. A useful
way to picture phase is the following. Imagine a vector at-
tached to the ray path and perpendicular to it. The vector ro-
tates at the signal frequency w and accumulates a phase of 27 on
each rotation. The vector slides along the ray path at the
propagation velocity v. If the wave propagates at the free

space velocity, ¢, the vector will accumulate &, phase, ¢¢, in .

moving between two fixed points. TIf the propagation velocity is
faster, the vector will accumulate a smaller phase (¢y) in mov-
ing between the two points because the rotation frequency is
held constant and it simply has less time in which to accumulate
phase. Likewise, if the propagation velocity is slower than c,
a larger phase will be accumulated. The difference between ¢y
and ¢o is the dispersed phase ¢4, i.e.,

¢d = ¢V - ¢C . (2.2—8)

In a plasma, the wave velocity is greater than c and the group
velocity is less than ¢. Therefore, the dispersed wave phase is
always a negative quantity and the dispersed group phase is

20



always greater than zero. This bit of information is useful in
setting up a Fourier or Laplace transform calculation of the
propagated signal since confusion often sets in while deciding
what sign to give the dispersed phase in relation to the phase
of the transform of the original signal.

The idea of a group phase is artificial, being calculated
from the group velocity, which is, in turn, derived from the
wave phase. The wave phase is defined by

¢ = Jk dt , (2.2-9)

where ky is the real part of the wave number and the integration
is over the propagation path. Normally, one must distinguish
between the phase path and group path, but they are the same if
no magnetic field is considered. Since ki = w/vp where vp is
the phase velocity (c/n),

. rax _
¢ =W V— . (2.2 10)
P

The phase delay is

T, = 6/ (2.2-11a)
= [3 (2.2-11b)
v
p -

The phase velocity is the velocity at which a fixed point, or
phase, of the sinusoidal signal moves through space. This is

not the velocity at which information can be tzansmitted. In- - .

formation cannot be carried by a purely sinusoidal wave. A wave
which is purely sinusoidal cannot have a beginning in time be-
cause a truncated sinusoid requires other frequency components
to give it its shape. The group velocity can be calculated as
the velocity with which a characteristic feature of a wave
packet, composed of a narrow band of frequencies centered on w,
propagates through space. This calculation is performed in most
texts on ionospheric propagation or optics. The group velocity
is shown to be

vy = %% (2.2-12)

and the group delay is
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r =9¢ (2.2-13a)

df
v (2.2-13b)
g

Finally, the dispersion is defined by

2

D = d—g’l (2.2-14)
dw

Given that vy, = c¢/n and an equation for n, the index of re-

fraction, equations for ¢, T, and D can be derived in terms of
w. The wave phase is

b = wfRdt (2.2-15)
and the dispersed phase is
- - -
bq = cf(n 1)ds (2.2-16)
which is negative as stated before. The phase delay is then

T = =/ ndl (2.2-17)

P

ajr

while the dispersed phase delay is

| =

Tpd=

Q

The group delay is

_ 1 dn -
Ty = Ef[n + m-aa-]dﬂ, (2.2-19)

when the variation in path length is ignored. This assumption
is quite good except very near the cutoff frequency. The dis-
persed group delay is

=1 dn _ -
Tga = Ef[n oo 1]dy, (2.2-20)

22

S (1 - n)ds .~ ' = _ (2.2-18)- -



Under the same circumstances, the dispersion is

c 2 dw

2
D = -l-f[mé-ﬂ + Zir-l-]dl (2.2-21)
dw

In the absence of electron collisions, the index of refrac-
tion is given by

2

w
n = 1 - (—P-) ) (2.2-22)
m ¥

In section 3.4, the group delay is calculated to be (eq.
3.4-20)

T, = ?1:_ in& (2.2-23)

which confirms that vg = nc. The dispersed group delay is then

T, = %j’[% - 1]ae . (2.2-24)

The dispersion is

-1 m2
D = — P __4¢ - (2.2-25)
c 3
(nw)

The "high frequency approximation" is ugeful for w >> wp.
In that case, n and powers of n can be apprgkimated by the ET—
nomial theorem, e.qg.,

2
w
n = l - l(_B)
2\ w
and
2
w
St R l(_e)
2\ w

Under these assumptions, the dispersed phase is
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= =1 [u,? -
¢d - 20C fmpdp’ r (2-2 26)

the dispersed phase delay is

-1 2
w_dL 2.2-27
5 J o ( )

"|_' —i
pd 2¢cw

the dispersed group delay is

1 2
T = w-dL (2.2-28a)
gd 2cu.!2 J. P

= —Tpd (2.2-28Db)

and the dispersion is (differentiating ¢4 twice)

S _
D=5 _[mpdz (2.2-29)
cw

Note that the forms of the high frequency equations for dis-
persed quantities are the same as for the equations previously
derived for the undispersed quantities with nuw replaced by w in
the high frequency case.

The high frequency approximation is useful because the
equation for n(w) does not appear explicitly, simplifying many
calculations. The integral over w§ can be replaced by another
parameter which is often used to ¢ aracterize ionospheres, the
"+otal electron content" or "TEC" with units of electrons/unit
area. The term TEC is commonly used in two ways. The first
way is in characterizing . a particular ionosph&;e by giving the
number of electrons in a tube of unit area cross section where
the tube stretches from the earth, through the ionosphere to
infinity. This type of measurement is also called the "verti-
cal TEC." More generally, the term TEC is used as a measure of
the electron density encountered along the propagation path.

In the high frequency approximation, this converts directly to
dispersion characteristics. The TEC is defined by

TEC = SNA% (2.2-30)

where N is the electron density and the integration is along
some path through the ionosphere, most likely a propagation
path. Since
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=4
i

2.2
2 f
(2m) p

(2m)% 80.621 N (2.2-31)

the high frequency equations reduce to

_ —-7(80.6)
6q = gL (1EC) (2.2-32)
T = '8256 (TEC) (2.2-33)
2f%¢
Tga = 8056 (TEC) (2.2-34)
2f%c
D = ‘8036(TEC) (2.2-35)
2nf ¢

where we have converted fromw (rad/sec) to £ (Hz) in the
process.

The ionosphere transmission function is formed from the at-
tenuation and phase functions, i.e.,

T(w) = Aw) er?®(W) : (2.2-36)

Assuming that linear theory is valid, the propagated time wave-
form is given by the inverse Fourier transform as

L N -

E(t) = f% Jr B(w)A(w) expli(¥(w) + ¢(w))] e ®taw  (2.2-37)

where E(w)el¥ (W) is the Fourier transform of the pulse which
enters the ionosphere.

This transform can be performed numerically if great care
is used in the treatment of the cutoff frequency and the phase.
The amplitude must be allowed to approach small values near the
cutoff frequency such that the change in amplitude is not too
large over the frequency step size. Otherwise, modulations
will appear in the envelope of the waveform. Even more impor-
tant is the treatment of the total phase, i.e., ¢(w) + P(w) +
wt = ¢(w). It is important to normalize &{(w) after it is cal-
culated. In the calculation of the waveforms shown in section
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3.3, the total phase was set equal to zero at the first fre-
guency point of integration and % was translated the same
amount for all other frequencies. It was found that the trans-
form was very sensitive to discontinuities in even the second
and third derivatives of ¢ and we found it most efficient to
fit ¢(w) by a power series, the lowest term of which was the
high frequency approximation. ¢(w) is the dispersed phase,
which eliminates the time lag corresponding to the time re-
quired for the signal to reach the observer. Such discontinu-
ities in the phase produce large gliches in the envelope of the
time waveform corresponding to the delay of the frequency at
which the discontinuity occurred. Finally, care must be taken
in the calculation of integrals of sin® and cos?® because ¢ can
go through many cycles between the limits of integration. Nor-
mal integration schemes do not take this into dccount and give
incorrect values to the integral. The value of the integral
will vary wildly from increment to increment and the value of
the total integral will vary randomly from one time to another.
The integration scheme must take into account the quadrants of
the end points of integration and the direction of phase in-
crease.
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3. The Exocatmospheric Fields

In this section, the basic concepts developed in section 2
are used to predict the exoatmospheric environment produced by
an ionospherically propagated pulse. The section is divided
into four parts: 1) a general description of the fields, 2) a
detailed description of the characteristics of a specific iono-
sphere which will be used to produce 3) specific time waveforms
representing environments likely to be seen by exoatmospheric
systems, and 4) a method for analytically calcuiating, tc a
good approximation, the envelope of an ionospherically propa-
gated pulse along with instantaneous frequency as a function of
delay.

Up to this time, it has been the custom in survivability/
vulnerability assessments to use the time waveform of the
threat extensively. This trend is changing more to frequency
space analysis, which is, of course, entirely equivalent when
both are used properly. However, one disadvantage of time
waveform analysis has been that workers in the field have been
caught in the trap of thinking in terms of peak fields. 1In
sections 3.3 and 3.4, it will be seen that the ionospheric dis-
persion greatly reduces the magnitude of the peak fields. This
can lead to the catastrophic conclusion that the threat to a
system is also reduced accordingly. The fact of the matter is
that almost all of the energy above the ionospheric cutoff fre-
quency is still present; the only difference is that it is now
delivered over a much longer period of time with a consider-
ably different time history. Whether this is a lesser or
greater threat depends entirely upon the nature of the system.
In short, do not underestimate the threat of the ionospher-
ically propagated environment.

The exoatmospheric environment is best represented in the
frequency domain for two reasons. The first reason is that it
eliminates the danger of falling into the peak field trap.
Secondly, the representation in terms of freg®ency amplitude
and phase is much less sensitive to ionospheric characteristics
than is the time waveform. There is very little need to ever
use the time history of the propagated signal, even when simu-
lating it on the computer for coupling analysis or as specifi-
cations for a simulator or as a system or testing criterion.

An additional problem encountered when using the time waveform
is the extremely good resolution required over long periods of
time. This results in a requirement for an enormous amount of
time points in the waveform. The time waveforms presented in
this section are produced to satisfy the reader's {(and
author's) curiosity and it is hoped that they will be used with
caution, if at all.
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3.1 Characteristics of Exoatmospheric EMP

1. The ionosphere acts like a high-pass filter in trans-
mitting a signal.

2. Three propagation effects are of importance to the
study of the exoatmospheric signal: refraction, absorption,
and dispersion.

a. Refraction is the bending of the path of an EM
wave. It is frequency dependent with the higher frequencies
bending less. Total reflection will occur for frequencies be-
low a certain value called the critical frequency. The cutoff
frequency increases with the ionosphere's electron density and
with the obligueness at which the wave is transmitted with re-
spect to the ionosphere.

b. Absorption is due to the finite conductivity of the
ionospheric plasma and increases with the electron energy loss
collision frequency and electron density. Absorption occurs in
the lower regions of the ionosphere and its effects are seen
only in the lowest transmitted frequencies. It is not a major
concern for S/V analysis.

c. Dispersion is the variation of the signal propaga-
tion velocity with frequency. The group velocity of high fre-
quencies is closest to c, the free space velocity. Lower fre-
guencies travel more slowly, down to the cutoff frequency,
which has infinite delay. The dispersion, or frequency separa-
tion, increases with electron density and with the time of
propagation in the plasma.

3. In addition to the ionospheric effects, the signal
strength is reduced by the geometric, or 1/R, attenuation typ-
ical of the far field dipole radiation.

4. Since the ionospheric characteristics are most easily

described in terms of their frequency dependegce, the simplest. . .

approach to studying the EXO environment is in the frequency
domain. The environment will later be presented in the time

domain.

a. The Fourier transform of a time waveform can be de-
scribed in terms of an amplitude and a phase, both of which are
affected by the ionosphere.

b. The amplitude will first be modified by removing
all content below the cutoff frequency. The sharpness of the
cutoff will be reduced by absorption, providing a smooth roll-
off. This action by itself, without modifying the phase, will
be reflected in the time domain as the original time waveform
with strong oscillations superimposed, the frequency of which
will be equal to the cutoff frequency. As an example of this,
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an impulse function filtered in this way yields the following
time waveform:

cosw_t

A(t) = &§(t) - -—t_c , (3.1-1)

where §(t) is the impulse function.

C. Geometric attenuation will reduce the amplitude un-
iformly for all frequencies in the same way that it does for
free space propagation.

d. The phase of the Fourier transform will be modified
by the addition of a term which varies as 1/w for frequencies
much greater than the cutoff frequency. The phase dispersion
is the most important factor in determining the form of the
propagated time waveform. If the ionosphere is approximated as
a slab with constant electron density, and if the high fre-
quency approximation for the phase is used, the impulse re-
sponse of the ionosphere can be calculated as

W
I(t) = 6(t) - ‘/%/—EJl(wpn/Zkt) ’ (3.1-2)
t

where wp is proportional to the square root of the electron
density, k = L/c, where L is the path length, ¢ is the speed of
light in vacuum, and J1 is the Bessel function of order one.
This impulse response has been used to calculate the propagated
time waveform of exoatmospheric signals, using convolution
methods, with great success. This method considers only the
phase dispersion and does not modify the Fourier amplitude.

5. The exoatmospheric time waveform can Re characterized - . .
as follows:

a. The signal will initially rise in the same way as
the nondispersed signal. The length of time that the signal
retains its original shape depends on how much the high fre-
quencies are dispersed.

b. After the initial rise, the signal breaks into a
high frequency oscillation. The envelope of the waveform will
continue to rise to a peak. Increasing dispersion will cause
the envelope to peak at lower values, to occur later in time,
and to become less distinct.

Cc. The oscillation frequency will continually decrease
down to the cutoff frequency, which has an infinite delay.
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3.2 Useful Ionosphere Models

This section presents certain characteristics of two iono-
spheric models which could serve as standards for studying var-
iations in the exoatmospheric EMP environment. The iono-
spheres, a daytime, sunspot maximum and a nighttime, sunspot
minimum are adapted from (Johnson, 1965). They were detailed
in (Messier, 1971), but because the collision frequency model
was in error below 100 km, as published, the model is repro-
duced here with minor corrections. The ionosphere models con-
sist of the data points given in Tables 3.2-1 and 3.2-2 and an
exponential interpolation between points. Since the data above
1000 km or below 60 or 80 km is not too important for predict-
ing EMP environments, one can assume the electron density is
zero or extrapolate with the appropriate exponential functions.
The electron collision frequency function will extrapolate well
to the ground. Tables 3.2-3 and 3.2-4 give the appropriate
constants for interpolation assuming functions of the following
form:

N = NO exp(aNh) (3.2-1)
Vo=V exp(avh) (3.2-2)
where

N is electron density (m—3)

VvV is el?ctron (momentum transfer) collision frequency
(sec™4)

h is altitude (km).

Figure 3.2-1 shows the electron density and electron colli-
sion frequency profiles. Figures 3.2-2 and 3.2-3 are the

transmission functions of the nighttime and daytime ionospheres- -

for ray launch angles of 0°, 60°, 75°, and 90° from the verti-
cal. Figure 3.2-4 is a plot of delay versus frequency for both
ionospheres and launch angles of 0° and 90°, Multiplying de-
lay by frequency will give useful values of phase. The phase
and transmission functions together define the ionosphere
transfer functions. Section 3.4 presents a method of calcu-
lating the delay versus frequency curves for any ionosphere and
launch angle. Figure 3.2-5 shows the minimum ionosphere pene-
tration frequency as a function of launch angle. for both iono-
spheres. The same is also shown for a planar nighttime iono-
sphere in order to show where the plane ionosphere approxima-
tion breaks down. Figures 3.2-6 and 3.2-7 show the cutoff fre-
quency as a function of altitude for both ionospheres and for
launch angles of 0°, 30°, 45°, 60°, 75°, and 90°. Figures
3.2-8 and 3.2-9 show the total electron content (TEC) as a
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Electron Electron Collision

Altitude (km) Density (m—3) Frequency (sec—1)
80 1.0(8) 1.5(6}
90 1.0(9) 3.9(5)

100 2.0(9) 1.0(5)
150 2.0(8) 5.0(2)
200 9.0(8} 4.5(1)
225 1.0(10) 2.0(1)
250 7.0(10) 1.0(2)
275 1.9(11) 4.0(2)
300 2.0(11) 5.0(2)
350 1.8(11) 4.0(2)
500 3.0(10) 1.0(2)
700 1.6(10) 4,0(1)
1000 8.5(9) 2.5(1)

Table 3.2-1. Nighttime, Sunspot Minimum
Ionosphere Profile

: Electron Electron Collision
Altitude (km) Density (m~3) Frequency (sec~1)
60 1.0(8) 2.3(7)

100 4.0(9) 1.0(5)
130 2.0(11) 6.0(3)
160 3.0(11) 1.5(3)
230 6.0(11) 6.0(2)
280 2.0(12) 1.4(3)
1000 1.0(11) 8.0(1)

Table 3.2-2. Daytime, Sunspot Maximum
Ionosphere Profile
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Inézﬁzgﬁﬂﬁim) No (m 3) aN (km l) vo (sec l) av (km l)
80-90 1.000(0) 2.303(-1) 8.104(10) -1.361(-1)
90-100 1.953(6) 6.931(~-2) 8.104(10) -1.361(-1)
100-150 2.000(11) ~-4,605(-2) 4,000(9) -1.060(-1)
150-200 2.195(6) 3.008(-2) 6.859(5) ~4.816 (-2)
200-225 3.874(0) 9.632(-2) 2.956(4) -3.244(-2)
225-250 2,478(2) 7.784(-2) 1.024(-5) 6.438(-2)
250-275 3.225(6) 3.994(-2) 9.537(-5) 5.545(-2)
275-300 1.081(1l1) 2.052(-3) 2.436(1) 8.926 (-3)
300-350 3.763(11) =-2.107(-3) 1.907(3) -4.463(-3)
350-500 1.177(13) -1.195(-2) 1.016(4) -9.242(-3)
500-700 1.444(11) -3.143(-3) 9.882(2) -4.581(-3)
700-1000 7.000(10) -2.108(-3) 1.198(2) -1.567(-3)
Table 3.2-3. Interpolation Parameters for
Nighttime Ionosphere

Altitude -3 -1 -1 -1

Interval {(km) No (m =) N (km ™) Yo (sec ™) 2y (km ™)

60-100 3.953(5) 9.222(-2) 8.104(10) -1.361(-1)
100-130 8.686(3) 1.304(-1) 1.183(9) -9.378(-2)
130-160 3.451(10) 1.351(-2) 2.438(6) -4.621(-2)
160-230 6.153(10) 9.902(-3) 1.218(4) -1.309(-2)
230-280 2.360(9) 2.408(-2) 1.218(1) 1.694(-2)
280-1000 6.412(12) -4.,161(-3) 4.261(3) -3.975(-3)

Table 3.2-4. Interpolation Parameters for
Daytime Ionosphere
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function of altitude for the same launch angles. Finally, fig-
ures 3.2-10 and 3.2-11 show the attenuation constant, W, as a
function of altitude for both ionospheres and the same launch
angles. The attenuation constant, W, is defined by equation

2.1-38.
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3.3 Exoatmospheric Time Waveforms

In this section, the ionosphere transfer functions and time
waveforms are presented for pulse propagation to four different
observer altitudes. in the nighttime ionosphere. The time wave-
forms do not include -geometric attenuation. Two iaunch angles
are used: 0° and 90°. The observer altitudes in each case are
100 km, 200 km, 300 km, and 1000 km. Since 1000 km is essen-

tially out of the ionosphere, the time waveform will not vary
significantly for greater distances.

Figure 3.3-1 shows the transmission functions for the 0°
launch angle and figure 3.3-2 shows the transmission functions
for the 90° launch angle. Figures 3.3-3 and 3.3-4 show the
group delay versus frequency for the 0° and 90° launch angles
respectively. The unfiltered waveform is shown in figure 3.3-5
and is of the form

E(t) = Eo[e-et - e-ut} (3.3-1)

where
E = 52
o

4.76 x 108 sec-l

I

o
g = 4. x 106 sec~l.
Figures 3.3-6 through 3.3-9 are the propagated time waveforms at
observer altitudes of 100, 200, 300 and 1000 km respectively and

for a vertical launch angle (0°). Figures 3.310 through 3.3-13
show the same for a 90° launch angle.
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3.4 Approximate Calculation of the Envelcre o2 & Pulse
Propagated through a Slab Ionosphers

This section presents a rather unusual wethod for calculat-
ing the envelope of a pulse propagated chrough & slab iono-
sphere. The fact that a slab ionospheric model is us=d is no
real constraint since the TEC and cutof?# freguency iderived from
an arbitrary ionosphere can be used to construct a slab model
which produces nearly :the same effects, except very cloze to the
cutoff frequency where ray bending and reflections becc~e im-
portant. For purposes of S/V analysis, the errors near the cut-
off frequency are negligible. The comparisons shown =z-Z others
not shown indicate that the envelope calculations are extremely
good and certainly more than adequate for our purposes.

In section 4.2, it is shown that the peak field seen by a
narrow band receiver, with center frequency Wo, is independent
of the receiver for large ionospheric dispersion (if the re-
ceiver induced dispersion is negligible). The peak electric
field is given by

Ry |

M - A (3.4-1)

E

where the "effective" or "ionospheric" bandpass is given by
2T
A: '/_..__
D(wo)

and
D(wp) is the ionospheric dispersion at wg

|E(wo) | is the amplitude of the FourierStransform of the— -
' signal reaching the receiver.

The dispersion is the second derivative of the phase with re-
spect to w. D can include a term to account for the dispersion
due to a receiver function, in which case Eym will not reflect
the pure ionospherically propagated waveform. With the excep-
tion noted above, EpM is independent of the receiver, and ap-
pears to be the magnitude of the dispersed pulse envelope at the
time that the instantaneous frequency wo arrives in the system
bandwidth. Since we can calculate the group delay for Wo, wWe
will know both frequency and envelope amplitude as a function of
time.

We will start with the high frequency approximation for
dispersion since, in doing some representative calculations, it
will be useful to make comparisons and see how late the high
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frequency approximation breaks down. In the high frequency ap-
proximation

mzL

() = 5 (3.4-2)
UJ2L

T(w) = “jLE = ¢/ (3.4-3)
2cw
m2L 2

D(w) = B3 = 2¢/0" , (3.4-4)
cw

where L is the slab thickness, wp is the plasma frequency cor-
responding to the electron density, N, ¢ is the speed of light
in vacuo, and w is the signal frequency (w (rad/sec) = 2wf (Hz)).
The L/c free space delay has been removed from these expressions
so that T = 0 is the observer's local time starting when the
highest frequencies would reach him. The parameters L and

can be replaced by the total electron content (TEC) in the high
frequency approximation as follows:

(2m) 2 80.6 NL

£
()
[l

(2m) 2 80.6 (TEC) (3.4-5)

€
=
i

where the TEC is in units of electrons/mZ.

Solving equation 3.4-3 for frequency as a function of time,

£ = B‘JEEEEL (3.4-6)

where

[y

and

t - L/c .

A
il
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The effective bandwidth is given by

3/2
A = @ £ (3.4-7)
vTEC

so that the value of the envelope at the time a given frequency,
f, arrives is

E,(f) = |E(£) | . (3.4-8)

In terms of time, this becomes

cy /4

E,(T) = /Z/E|B ()| TES

(3.4-9)
T3/4

As a test, consider the envelope of a propagated impulse

function. Then |E(f)| = 1 for all f and
1/4
- /5,8 L{TEC) -
IM(T) = V2VB T3/4 (3.4-10)

which agrees exactly with the envelope of the waveform predicted
by equation I-17 (Appendix I).

Equation 3.1-1 can be used to determine the frequency cor-
responding to the envelope peak (fm) by differentiating with re-
spect to w. Once the frequency is known, the amplitude and de-
lay can be found. Then, using equation 3.4%¢ for D(w), fm must
satisfy ‘

. | £ (wy) |
E%IE(‘”HI - "%_m_M“' (3.4-11a)
w M
M
or
4 - - _3/2 -
dwln(lE(w)I) LT (3.4-11Db)
M

Note that wy = 27fm is independent of the ionospheric dispersion
and therefore, the envelope peak will always correspond to the
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same frequency; fm depends only upon the initial time waveform
(and ionospheric absorption to a smaller degree).

As an example, consider the initial time waveform to be the
double exponential

E(t) = Eo[e‘Bt - e %% (3.4-12)

with o >> B. We intuitively expect fM to be one of the high
frequencies, certainly above the cutoff frequency (on the order
of 5-10 MHz for vertical propagation). The amplitude of the
Fourier transform of E(t) is approximated by

|E(w)| = E a (3.4-13)

O
w a2+w2

for frequencies near o (see Appendix IV). Then
d 1a1°— 1811l w
3o |El = IEI[w T3 2]
a + w

-and equation 3.4-11 yields

o= (3.4-14)

or

fM = a/27

The delay is given by equation 3.4-3 (after convegting to TEC)
as

_ a2 2 TEC _
(£, = B“(2m — (3.4-15)

where

B2 = 42;3 = 1.34 x 1077

Evaluating the constants,
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T(£,) = (5.30 x 1078 2%? (3.4-16)
[+

Let o = 4.76 x 108 rad/sec or @2 = 2.27 x 1017, fThen

23

T(fM) = 2.34. x 10 (TEC) . (3.4-17)

Ionosphere vertical TEC's range from 1016 to 1018 electrons/m2,
with typical values being 5 x 1016 to 5 x 10l7. The lower val-
ues correspond to nighttime ionospheres and the higher ones to
daytime ionospheres. Non-vertical paths will have higher TEC's.
Table 3.4-1 shows the time of the envelope peak and the ratio of
the peak amplitude to Eg for various TEC's. The peak of the
original waveform (with B = 4 x 106 sec-l) was about 1 x 10-8
sec.

TEC (elec/mz) T {(usec) Epeak/Eo
1.E16 .234 1.89E-2
2.E16 .468 1.34E-2
5.E1l6 1.17 8.46E-3
1.E17 2.34 5.98E-3
2.E17 4,68 4,.23E-3
5.E17 11.7 2.67E-3
1.E18 23.4 1.89E-3

Table 3.4-1. Magnitude and Time of the Envelope Peak
for the Double Exponentidl Pulse with
a = 4.76E8

The expressions for Em(f) and f£(1) will now be calculated
without resorting to the high fregquency appr&&imation. The ™ ~
phase is given by

o(w) = ;%%T | (3.4-18)

where

phase velocity

v

= ¢/n
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n = index of refraction

V1 - (/) 2

Il

Y1 - {fP/f)z

The group delay is given by

=4d¢ _ L dn
t =3 c n‘+tDEEJ ’
where
2, 3

an _ %p/"

dw n
so that

dp _ L

dw nc

The dispersion is given by the second derivative as

_d.,ds
D = 7, (5
_ L drl
=)

sz
D = - 3

Cw n

(3.4-19)

(3.4-20)

(3.4-21)

Note that the expression for D is of the same form as in the

high frequency approximation, with w replaced by wn.
to TEC and f instead of wp, L, and w,

[40 3 (TEC)
T

Converting

(3.4-22)

Similarly, the expression for EM is identical to that for the
high frequency approximation with f replaced by £fn, i.e.,



Ey = §|ﬁ(f)| (£n) (3.4-23)
TEC
Returning to the expression for group delay,
t = i
nc
=5 1
c
2
1 - (£ /fF
Vi- (£ /0
2 fz(ct)2
B (3.4-24)

R O AN I

This delay includes the free space delay, L/c. Shifting the
time frame by this amount, let

T=+t - L/c, (3.4-25)

f2(L + CT)2
P

£2 =
(2L + cT) (c71)
£=8[1+ —(EC)T o (3.4-26)
(1 + EE)

where B = /40.3/c, as before. The equation reduces to the high
frequency approximation for ' = : -

T << L/c .

A relation for L must now be found. Equation 3.4-26 shows
that L is responsible for determining the times for which the
relation between T and f deviates from the high frequency ap-
proximation. In the limit of T >> L/c, equation 3.4-26 reduces
to

_ 80.6 (TEC) -
f-—'V T (3.4-27)

which must correspond to the cutoff frequency for the ionosphere
and launch angle under consideration. This will be true if L 1s
defined by
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r, = TEC (3.4-28)

where Np 1is related to the cutoff frequency by

2 _
fc = 80.6 Np (3.4-29)

For vertical propagation, Np is simply the peak electron den-
sity. Let us consider vertical propagation first. For the
nighttime, sunspot minimum ionosphere presented in section 3.2,
the vertical TEC is 4.32E16 elec/m2 and the peak electron den-
sity is 2.E1ll elec/m3. Therefore, for vertical propagation
through the ionosphere, L = 216 km. The TEC to 300 km is 9.E15
elec/m2. The peak electron density is the same so that for
propagation to 300 km, L = 45 km. The vertical TEC for the day-
time, sunspot maximum ionosphere_is 5.78El7 elec/m2 and the peak
electron density is 2.E1l2 elec/m3. Then, for vertical propaga-
tion through the daytime ionosghere, L = 289 km. The vertical
TEC to 300 km is 1.4El7 elec/m4, Np is the same so that L = 70
km for propagation to 300 km. A reasonable average L for prop-
agation vertically through the ionosphere is 255 km. An aver-
age value for propagation to 300 km is not reasonable.

The general effect on L due to increasing the launch angle
(6i) can be seen by considering propagation through a planar
slab ionosphere. In this case, the TEC varies as 1/cosfi. The
cutoff frequency also varies as l/cosfi so that Np varies as
1/cos26;. Then, L varies as cos8j. The fact that the effective
slab thickness, L, decreases with increasing launch angle is
rather unexpected because we associate L with the physical prop-
agation path length. However, L was defined in such a way as to
reflect the dispersion characteristics near the cutoff frequency
and it was left to the TEC term to account for the increased
dispersion due to the longer path length.

The expressions for T and D must also be modified to re-
flect the fact that, for non-vertical incidence, they both must
be infinite at the cutoff frequency and not the plasma fre-
guency. For this purpose, we introduce an "effective index of
refraction," n'. In terms of TEC and L, instead of the plasma
frequency, the index of refraction becomes

2

: 1/2
n = [1 _ 80.5 (TEC)] (3.4-30)
LE

For non-vertical angles, with L defined as above, this is equiv-
alent to
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1/2

£ 2
n' = [1 - (—-fS) ] (3.4-31)

which reduces to n for vertical incidence. As f approaches the
cutoff frequency, n' goes to zero, delay and dispersion go to
infinity, and the effective bandwidth goes to zero.

Figure 3.4-la shows f/L/ciTEC) vs. t¢/L, i.e., normalized
frequency vs. normalized delay. This is a plot of equation
3.4-26. Figure 3.4-1b shows

Ey(£)
/TEC ———
[E(£) |

vs. fn', i.e., normalized envelope value vs. normalized fre-
quency. This is a plot of equation 3.4-23., 1In order to calcu-
late the envelope and instantaneous freguency as a function of
time for a given ionosphere, one must first characterize that
ionosphere in terms of TEC and L (considering launch angle) and
use figure 3.4-la to determine frequency as a function of delay.
Then, using the Fourier transform of the original signal times
the amplitude of the ionosphere transfer function, |E(f)]|, and
figure 3.4-1b, the magnitude of the envelope as a function of
frequency and time can be found. Remember that this approach
assumes large dispersion and will not be valid for very early
times (depending upon D) and it does not account for the varia-
tion of path length with frequency and will be invalid at late
times (depending upon launch angle). At late times, the ray
propagation theory breaks down anyway, owing to the wave propa-
gation characteristics involved with frequencies near the cutoff
frequency. Finally, remember that the entire linear theory will
fail if the electric field is too large. “
Figures 3.4-2 through 3.4-7 show various envelope calcula-
tions and some comparisons with the envelopes of certain Fourier
transform type calculations. Figures 3.4-2 and 3.4-3 show cal-
culations of the ionosphere's impulse function response as a
function of time for vertical TEC's of 1, 2, 5, 10, 20, 50, and
100 {(in units of 1016 electrons/m2). The first graph is the set
of calculations using the high frequency approximation while the
second set uses the "correct" equations. Figures 3.4-4 and
3.4-5 use the double exponential used to construct table 3.4-1
with Eg = 52. None of the calculations in this section includes
a geometric attenuation. Again, the first set of this pair uses
the high frequency approximation while the second set does not.
Figure 3.4-6 compares envelope calculations for TEC's of 5 X
1016 and 1 x 1017 with the envelopes of Fourier transform calcu-
lations. The transfer functions for the Fourier transform cal-
culation are for vertical propagation. Finally, figure 3.4-7
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compares envelope calculations with the envelope of a Fourier
transform calculation for a pulse with a 90° launch angle at the
earth's surface. The TEC for the 1000 MHz ray path is 1.17 X
1017 elec/m2. In this comparison, absorption was considered in
the analytic calculation by using equation 2.1-38 and W = 7.47 Xx
1013, In addition, a correction factor was used to decrease the
transmission factor rapidly near the cutoff frequency. The cut-
off frequency for this calculation was 13.5 MHz and the instan-
taneous frequency seen at 10-4 sec. is 17.4 MHz so that the
late-time divergence between the analytic and Fourier calcula-
tions is in large part due to the artificial truncation of the
transfer function. At these times, the frequency dependence of
the ray bending should also start being significant. This ef-
fect increases the dispersion for low frequencies and is not in-
cluded in the analytic calculation.
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4, Interaction with Simple Systems

In this section, we investigate the interaction of the
propagated fields in terms of (1) the electromagnetic energy de-
livered to the system and coupled to it (assuming a very simple
model for coupling) and (2) the peak fields "seen" by a simple
system and the currents induced by these fields. While the mod-
els may seem too unrealistic, they are sufficient to predict the
order of magnitude and give a feeling for the interrelationships

involved.
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4,1 Energy Coupling

We will first calculate the fraction cf energy transmitted
by the ionosphere. Then, modeling the system as a simple band-
pass filter, calculate the ZIraction of this energy which couples
into the system.

The total energy density propagating through space is
E=-§-|E(t)!2+%|ﬁ(t)|2 (4.1-1)

When propagating through free space, the electric and magnetic
field energy densities are equal and

g = c|E(t) |2 (4.1-2)

We will assume this relation to be true for our purposes. The
energy passing through a unit area over a given period cf time
is

t
2 2
F = ch |E(t) |“at , (4.1-3)
£

where ¢ is the speed of light in vacuo. The total energy pass-
ing through a unit area is

[o o]

Fp = ecf |E(t) | “at ‘ (4.1-4)

-

Initially, we will igriore geometric attenuation #md consider
only the reduction of energy content due to the filtering of the
ionosphere.

Before proceeding farther, we will derive Parseval's theo-
rem which relates equation 4.1-4 with an equivalent in frequency
space. The time dependent electric field is related to its
Fourier transform by

E(t) = '2l_nf £ (w) et ¥Caw . (4.1-5)
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Now,

o0 o0 =]

sz(t)dt %f B (t) f B (w) e 9t anat (4.1-6)

-0 - OO -0

or,

=4}

J. 52 (t)dt

-0

Il

-2-1?[ £ (w) f & (t) e F¥Catdy (4.1-7)

where the order of integration has been reversed. The inside
integral is the conjugate of E(w) so that

J’ |E(t)|2dt = 2_]:17'.[ |ﬁ(w)|2dw . (4.1-8)

Also, since

1B (w) [% = E(w)B*(w)
is even,

(==} o)

f |E(t)|2dt =%f |ﬁ(w)|2dw ' (4.1-9)
- o fo) ’ %. . e

In frequency space, the total energy per unit area is

oo

EC 2 2
Fp = =0 |E(w) | “dw (4.1-10)

O

Ignoring absorption, the amplitude of the ionosphere trans-
fer function is the Heaviside step function

T{w) = H(w - mc) ’ (4.1-11)
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where we is the cutori .Jrsguencr. “ne znergy c2iivered per unit
area is then '

=0

o LA 2

Fp = = Jﬁ (B (w) | “dw (4.1-12)
w
C
or

wC

F, = Fp = 5 f 18 () | “da (4.1-13)
o

Consider a time waveform which is a- double exponential be-
fore ionospheric filtering, i.e.,

E(t) = Eo[e'Bt - e % (4.1-14)

with o >> f. In this case, it is =zasier to evaluate Fp in the
time domain.

g2 () = E Bt 7B L 2e7O (4.1-15)
_ 211 _ 2 -
FT = ECEOl—Z‘g a ¥ SJI ‘ (4.1 16)

or, with o >> B

— ' ' % . (4.1-17) —- .

We must now calculate the amount of energy removed by the iono-
sphere.

A 2 B2 2 2 s 2.02 2. 2 2.2
|E(w)|“= 2° s (80" + %) —a(8” +u )1 +w”(a® - 87)
(0 +0?) (8% +uw?)

(4.1-18)

With we and B << q,
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2 2 )
E 2 2
A 2 o} B™ +w .2
|E(w) % = ——-_—___5[(8 - —_TT__) T w J
(B” +w")
or,
A2 £
|E(w) |© = > (4.1-19)
B™ +w
Then,
EC
P = F - —
A T m f
o B +w
or,
F, = ESE2 |1 - Etam“l(m—")] (4.1-20)
A 2B "o ™ 8 )
The ratio of transmitted to initial energy is then
by w
X = _é- = 1 - gtan-l(—c) . (4.]_"21)
T m B

Figure 4.1-1 shows the value of this transm1551on factor (in
percent transmitted) as.a function of we foxgB = 4 X 106, _—
Table 4.1-1 shows the energy transmitted to various altitudes,
with and without geometric attenuation, for a slant path through
a nighttime ionosphere. The path is tangent to the earth from a
400 km burst. The geometric attenuation uses the distance to
the earth tangent as the reference distance.

Actually, the amount of energy coupled to an exoatmospheric
system can be considerably less than the amount that is trans-
mitted. This is because the satellite will respond only to a
certain band or bands of frequencies. As will be shown, the
center frequency and bandwidth is quite critical in determining
the fraction of energy that actually couples into the system be-
cause the bandwidth may overlap the ionosphere cutoff frequency
or the center frequency may be at the high end of the spectrum
where the spectral content is small. Let the amplitude of the
system transfer function be IS(w)l The energy coupled from the
field is then
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Iy

(1

In many cases, ap rhe amplitude <£ the
svstem transfer Iunc 1 TED 2 15 2 sguars panipass
with center freguencv ., and —-idzh Z_.. Then
o s
F.o= == |2 (w) |78 4.1-23
:.S = o FL' ).-)| Catic ( .1 )
w_ ~w
e}
if wp - Aw > we, oOr,
WwoTLhw
o] © ~ Z
Fgo = - SN GAD It (4.1-24)
W
C
otharwise.” In terms of the :ransmitTted =nergy, these 2aguatiocns
become
W —~Aw -3
cC © A 2 A 2
F, = F, - — |E(w) | "dw + |E (w) | “dw (4.1-25)
S A w
W w _TAw
c o
in the first case, or
x
F. = F - £C £ (w) | %dw , (4.1-26)
S A T , :
W FAR i
o. - <

in the second. Table 4.1-2 shows the effect of the ionosphere
cutoff frequency on the amount of energy which can couple into a
system. The "Fraction of Available Energy" is the ratio of the
energy coupled into a system to the amount which would couple if
the ionosphere cutoff frequency was not a consideration. Three
cases are considered. In each case, the altitude dependence of
the cutoff frequency is demonstrated. The same parameters were
used as in constructing Table 4.1-1. 1In the first case, the
center freqguency of the system is equal to the ionosphere cutoff
frequency above 300 km. The bandwidth is +5 MHz. The second
case uses a higher center fregquency, but the bandwidth is al-
lowed to be plus and minus the center frequency itself. The
center frequency of the third case is the same as in the second
case, but the bandwidth is 10 MHz less in each direction.
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Aititude = N b Znergy
{km) o T Transmission
100 i.% o5 B L1313
200 2.3 I -3 .060
300 10.% ; -3 .012
400 10.1 _E .010
500 10.2 e .5088
1000 10.1 _Z .006°0

37000 10.1 . L3025 .0001

Table Z.l1-1. ZIONCSSA&ri: Ttion toO
Vvarious rth
Tangentz 3arst

CASE 1: £ = 10 MHz, _f = =3 IlHz

I
i
[T
M
‘

Altitude km) c T nyeilakle Znergy

\

100 . L
200 A 1
300~ P0.L J.2i4d

CASE 2: f_ = 30 pHz, _f = z3. w2

' Fraction of
Altitude (km) < B Available Energy
100 L.0 0.236
200 2.3 0. 166
300-% 0.1 0.034

N

CASE 3: £ = 30 Mz, _£ = 20 Mz

- R Tracticn 0
Altitude {<m} o T available Znergy

100 o i
200 2.
300-= 0.

-2 G2 N

Table 4.1-2. Fraction of Energy Availiable for Ccupling
into Certain Systems due to Ionospheric
Tiltering. Tangent Line of Sight Zrom

400 km Burst.
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4.2 Field Coupling

In this section we look at the maximum voltages and cur-
rents developed in a system with narrow band coupling to the in-
cident fields. The maximum electric field coupled into a system
will be shown to be of the form

[B(w,) |
M= w8

E (4.2-1)

where A is an "effective" bandwidth, and |E(wp)]| is the magni-
tude of the Fourier transform of the incident field at the band-
pass center fregquency. It will be shown that A equals the sys-
tem bandwidth for small dispersion and small bandwidths and that
it equals a system independent "ionospheric" bandwidth for large
dispersion and large system bandwidths. An unsophisticated der-
ivation of A will be shown in this section. Appendices II and
III derive A for two specific bandpasses (step function and
Gaussian) in order to show that the same function will be found.

R The EMP waveform seen by a system with transfer function
S{(w) is

o

Eg(t) = f% Jr 5 (w) B(w)etaw (4.2-2)

w00

where E(w) is the Fourier transform of the field incident upon
the system. Let P(w) be the combined phase of S(w) * E(w). As-
suming that 8(w) does not distinguish negative frequencies,

Eg(t) = = f 1S(w) [ |8 (w) | (W eivteqy = (4.3-3)
o

Let |S(w)| provide narrow band characteristics such that |E (w) |
x |B(wg) | over the bandwidth and P(w) can be expanded in a three
term Taylor series, i.e.,

D(wo) 2
P(w) = PO - T(wo) (w - Luo) + 5 {w - wo) (4.2-4)

where

PO = P(wo) (4.2-5)
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2
\ 4 Pi P ,
Da = = 35 dignersoc s 4,2-7)
) dw-.-l
.J"
The electric Field 1z .1z
y ) .
T E A | H.\P -l : -~
= ,__) — ! . p L £ - . - - -1.(_."3)
-5 T - ;
-
=

where X = (0 - wg).

The problem is now = bv the
setem., Since we are Concer Ti 2 2 wave-
rm, the oscillating Tersm (casris.! ouiside O the integral can

ignored.. We wish % put eguztion «4.2-81 In the form

Ié(w )i
Ey = ———;O—_ (4.2-9)

s the "effective"
of unity at wug, i.2.,
zhe landpass be sym-—

where Ey is the maximum Ziel
bandpass. Let |S({w)! navs
at x = 0. For the sake o
metrical about the center

o D2
. “ ifn- o 7Z7 ,
B(dw,D) = Siz e = X a2 2-10)
—s 7
- “.
so that
A = suplB| . (4.2-11)
Given the function |S{w)!, one can define a kandwidth such

(w)
that the maximum value of B{(iZw
approximation by assuming & s
that

2} can be calculated to a good
5 functicn kandpass |Sg(x) | such



1, ~Aw < x < Aw .
0, otherwise
One way to determine Aw would be through the relation
20w = f S (w) |dw . (4.2-13)
Then
Aw
. D _2
B(Aw,D) = exp[i((t-T)x + 3x")|ax (4.2-14)
-Aw

If dispersion is negligible across the bandpass, the second
order term can be ignored and

Aw
B(Aw) = Jr exp[i(t -1)x]dx . (4,2-15)
=Aw

The solution to this equation is

B(Aw) = Sinlfu(e-T)] (4.2-16)

which has the maximum value Aw so that for s@gall dispersion - . .
A= Aw . (4.2-17)

If the dispersion is large, the linear phase term can be
ignored in the integral and treated as a constant delay so that

Aw
B(Aw,D) = f exp[igxz]dx X (4.2-18)
-Aw

The integral can be converted into real and imaginary parts and
evaluated in terms of the Fresnel sine and cosine integral func-
tions (see Appendix II) as
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8 = 2/m/D{C(z) + iS(z)} (4.2-19)

where z = vD/7 Aw. In terms of phase and amplitude,

B(Aw,D) = 2/778 Yc(2)2 + s(2)? &*? (4.2-20)
where
_ -1758(z)
¢ = tan [C(z) .

Now,

lim S(z), C(z)}

Zr®e

/2 ,

so that for large D and/or Auw,
B(bw,D) = Y '? (4.2-21)

or

_ 27
A = 5 - (4.2-22)

In the case of large dispersion, the maximum field seen by a
system is independent of the system bandwidth and is determined
by an "ionospheric" bandwidth given by equation 4.2-22. The
maximum amplitude seen by & narrow band receiver

B(aw) =4 = LA | (4.2-23)

Thus, for large dispersion

|E(u) |
Eyax = — 75— 2 : (4.2-24)

with A defined above. The expression for A can also be calcu-
lated using other filter functions (see Appendix II).

It is important to note that A is independent of the system

bandwidth for large dispersion. The maximum amplitude seen by
the system at the frequency up is the value of the envelope of
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the propagated signal at the time that the instantaneous fre-
guency wo arrives at the system (t - T{wp)). That this is true

can be seen from section 3.4. One can interpret this as being

due to the fact that the ionosphere has spread out the frequencies

of the pulse so much that the system no longer sees the band

w - Aw < w < w_ + Aw
0 — - 0

arriving almost instantaneously and causing a sharp ringing.
Instead, this band of frequencies arrives over a long period of
time. Over a period of time equal to 1/Aw, the system sees a
range of frequencies less than Aw and so the full system band-
width is never entirely utilized. If the system is intended to
couple to the field, e.g., a receiver, one can see that the op-
timum bandwidth would be Aw = A. Narrower bandwidths will re-
duce the signal below the amount which could potentially be re-
ceived and wider bandwidths are wasted, because they do not buy
increased resolution or signal strength, but they do buy more
background noise. In addition, wider bandwidths allow the re-
ceiver.to see frequencies whose phases will add destructively
and cause distortions.

The maximum fields can be studied in terms of an effective
system quality factor defined by

— o -
QE = B{A0) (4.2~25)
For .
At
Aw << IR

o .

the effective guality factor reduces to the familiar

(>

Q:

-
8|O

and for large dispersion, i.e., Aw >> At/D

u"O
% = 7 -

Then,
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|§(wo)| wo'
E = —— (4.2-286)
MAX m QE

Consider the system to be a dipole antenna. The peak current on
that antenna will be approximately

IMAX = V/Z (4.2-27)
where

Z = antenna impedance

V=EMA.X2'

2 = antenna length.
Then

|§(mo)| w2
IMAX!= T QE (4.2-28)

This equation is deceptive because the parameters are not inde-
pendent and Iyax is more insensitive to them than appearances
indicate. The center frequency of the dipole is related to its
length by

@ = E (4.2-29)

where c is the speed of light in vacuum. Equation 4.2-28 then
becomes

= =2 > (4.2-30

I

If one is interested in studying the peak fields and cur-
rents as a function of altitude, it is simple and useful to use
Aw for the bandwidth for altitudes up to the point where Aw = A
and A for higher altitudes. Since A will be less than Aw past
this point, Qg will increase.

The current across a dipole varies with frequency much as
the current through a series RLC circuit. We will use this
model to investigate more fully the relationship between Z and
Qrp for the case of low dispersion (Qg = Q). The complex imped-
ance of a series RLC circuit is
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i, 2
R + GE‘“ LC - 1) (4.2-31)

3
n

where

R circuit resistance

L = circuit inductance
C = circuit capacitance.

Resonance occurs at wg = (LC)‘l/z, in which case 2 = R. The Q
of such a circuit is given by

| %¢ | |
o = or Q= —% (4.2-32)

where x1. is the inductive reactance at resonance (woL) and x¢ is
the capacitive reactance at resonance (1/woC). Either relation
can be used to prove the following, but we will choose

|
0= —= (4.2-33)

in order to use inductance as a parameter, which seems more ap-
propriate when considering a long wire. Then

x. = w L =woL2 (4.2-34)
o fo) .

where Lo is the inductance per unit length. Assuming that the
dipole sees its resonant frequency,
' ' < _ _—

Z(wo) = R

and the equation for peak current becomes

By

MAX mL
o

I (4.2-35)

The peak current is then guite insensitive to Q and Z for
frequencies near wg. The reason is quite simple. Increasing 2
would tend to decrease the peak current, except that Q is de-
creased at the same time, resulting in a wider bandwidth which
can couple energy from more frequencies.
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The above analysis assumed that the system was a good di-
pole antenna. Most missiles and satellites look more like cyl-
inders, spheres, or things with large paddles pointing outward.
Such animals have very broad bandwidths and often more than one
resonant mode. In these cases, one can expect to see currents
which are one or two orders of magnitude higher than predicted
by the simple dipole theory. The coupling mechanisms will be
much more complicated and therefore the reader is referred to
the many EMP Interaction Notes and Sensor and Simulation Notes
for various treatments of coupling problems.
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Appendix I. The Impulse Response of a
Slab Ionosphere

Consider an impulse function time waveform propagating into
‘and vertically through a planar ionosphere characterized by
thickness L _and electron density N. corresponding to a plasma
frequency wp = 2nf The transfer function of the ionosphere is

.then (ignoring electron colllslons)

T(w)*: eXp[—i%§‘h_— (mp/mlz] : C ' (I-1)
= exp [—‘i % w? - wf) | (1-2)

Let k = L/¢ and-a = iwp, S = iw, where.c is the speed of 1light
in vacuo. Then in terms of the Laplace transform,

T(s) = expl-k ¥s* - a’1 a (1-3)

The Laplace transform of tne impulse function is unity, there—
fore the impulse response of the ionosphere is

I(t) = 1" t[T(s)] (I-4)

where\L"l denotes the inverse Laplace transform. By (Abrama-
witz, 1964; eq.- 29.3.96)

I(e) £ —2£ 1 (a Ve? —xDu(e-k) + 8(t-k) (I-5)
€2 ~ k2 ‘
where
Il(x) = first 6rdef modified Besée} fu;%tion
u(t - k) = unit step function
lG(t - k) = impulse function.

Since a is imaginary, we must find an equivalent to Ij(ix).
By (Abramawitz, 1964; eq. 9.6.3),

Iv(z) -(v/Z)NiJv(Z e(l/Z)ﬂi) ‘ (I-6)
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Let x = ~e(1/2) i, then
Iv(—e—(l/z)“ix) =% (% . (1-7)

With v = 1,

I,(ix) = -iJ,(-x) . (X-8)

However, J3(x) is odd so that

I (i) = i7) (%) . (I-9)
Then
-w k
I(t) =-——£——l5}prt2-k2nut-k)-+5(t-k) (I-10)
)
£t -k

It is now useful to translate the time variable so that
T = 0 is the time that light would reach the far side of the
ionosphere. Let T = t - k, where k = L/c. Then

t® - k" = 1({1t + 2k)

and

w_k '
I(t) = -—=E——J (0 /7T + 2K u(1) & 8(1) (1-11)
: /T(t+2x) — P ’

The last equation is the impulse response of the iono-
sphere. If one is not interested in frequencies near the cutoff
frequency (1t << k), equation I-1ll reduces to a simpler form
which is more easily convoluted (numerically) with an arbitrary
incident waveform, i.e.,

W
— _ e/ P _
I(t) = ‘65 = Jl(wPVZkT)u(T) + 85(71) (I-12)

The argument of Jj(x) will normally be large and another
good approximation can be made. For large arguments (Abramo-
witz, 1964; eqg. 9.2.1)
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3, (z) = %% cos(z - (v/2)m - (1/4)7) (I-13)

With v = 1,

1

2 3m
Viz sz - T

and, in the high frequency approximation,

Jl(z)

1/4 jw
k ‘, 1 3
Il(T) = -[5} 7? 13/4 cos[mp/2k1 - 1g)u(r) + 8§(1) (I-14)

The high frequency approximation allows us to easily char-
acterize the ionosphere in terms of total electron content (TEC)
instead of plasma frequency and depth:

f; = 80.6 N (I-15)

£21, = 80.6 NL
p

I(t) = -A 329 3, (2a/TTECI D) u (1) + 8(T) (I-16)

where

A= «5(52?3) )

When the large argument approximation is used,

S,
(TeC) /4
I(t) = —ﬁZB-———§7Z—— cos (2A/(TEC) T)u(T) + &(T1) (1-17)
T
where
80.6
B == .

The envelope of the waveform, in the large argument approxima-
tion, can be found by ignoring the cosine term. The TEC will
usually be between the limits
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1.E16 < TEC (elec/m?) < 1.E18

and most likely between the limits

5.E16 < TEC (elec/m?) < 5.E17 ,

with the lower values corresponding to nighttime ionospheres and
the higher ones to daytime ionospheres.

The impulse response of the ionosphere is useful for com-
paring other calculations against and for convoluting with other
input waveforms, but it cannot be used for estimating field
strengths and time behavior alone. The fields produced by the
impulse are many orders of magnitude higher than typical input
waveforms would produce because of its unusual nature.
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Appendix II. Effective Bandpass Calculation for a
Step Function Bandpass Filter

Consider the system bandpass to be a difference of step
functions such that the bandwidth is 2Aw centered about wp. The
fields coupled into the system are given by

w +Aw

O N . .
Bg () = if 1% () |t (¥) e1@tqy (II-1)
T

w ~Aw

o
where |E(w)| is the amplitude of the Fourier transform of the
field impinging upon the system. The phase of the field and the
phase shift due to the filter are combined inAP(m). Assume that
Aw is small enough to approximate |E(w)| by |E(wo)| and that the

phase

can be expanded in a three term Taylor expansion about the

center frequency. Then

where

and,

P(w) = B - T(u ) (w=-uy) + g-(m —mo)?" (II-2)
PO = P(mo)
- - 4p
T(mo) = -0 ) (delay)
(@]
D(w_ ) = QEE (dispersion)
o dwz
w :
o - - : ' @
with x = {(w - wg),
o) | ie tro)) (B L0(e-1)xr5Dx"]
Eg (£) =-—-—TTO—e ° f e dx (II-3)

-Aw

This equation is of the form
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A Aw
|E(w_) | C(avlio
Es(t) - TTo ~[ e1(ax +_bx+c)dx
-Aw
or
A Aw
|E(w )| _ 2
E (t) = ___+f e (Ax +2Bx—i-C)dx
-Aw
1E(w) |
= ———F—-B(Aw,D) .
where

D(wo)

b = %[t - ()]

Q
If

wot + ¢(wo)

The general solution of B(Aw,D) is (Abramowitz, 1964:

2

_B2-acC ho
B(Aw,D) = % % e B erf[/ﬁx + ji} ‘
: : R ZT
AN ]
or,
_ac—b2
B(Aw,D) = % re 2 (erflVFI(/abw + b/Va)]

- erf[-/-1(VaAw - b/V/a)1}

The error function is defined by
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(IT-9)

7.4.32)
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Z
_t2
fe dt . (I1-12)
o]

AN

erf(z) =

From the definition, it is immediately seen that the function is
odd. Also, from the definition, an expression for erf(vtiz) can
be found. Changing the variable of integration from t to

u = \/%-/i-—it ,
v2/Tz
. : +i (1/2) 0’
erf (VEiz) = YEivV2 e~ du
(o]
and
erf (V¥iz) = VFLV2[C(V2/T2) % is(v2/mz)1 , (II-13)

where the Fresnel sine and cosine integrals are defined by

z
S(z) = fsin(—g-tz)dt (I1-14)
o]
Z
c(z) = f cos(%tz)dt . : (II-15)
o}

With these substitutions,

.ac—b2

T -1
B (Aw,D) = ‘/z—a- e 3 {{c(z,) +C(z_)] -ils(z,) +S(z )] (II-16)

where

z, = J%_[/EAm-{_-_b//E] . (I1-17)

Converting to phase and amplitude notation,
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2 -1 S(z+) + S(z_)]
~a C(Z+) + C(z_) | -~

If the oscillating term is ignored, the effective bandwidth be-
comes

|B(Aw,D) | = ‘/% ‘/[C(z+) +C(z_) 12 + [s(z,) +S(z__)]2 (II-19)

where

z, = /n/2[Valw + b/Val
D(wo)
2

b= 3t - t(u)]

When the dispersion is large, i.e., DAw >> At, where
At = T(wg) - T(wg - bw), )

|B(Aw,D) | = 2'/1;-{02(%) + Sz(zo) 7 N (II-20)
. - - - ﬂ ) - e

where 25 = valw. In the limit of large zq,

N =

C(zo) = S(zo) =

and the effective bandwidth becomes the ionospheric bandwidth

A= 2T . (II-21)
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Appendix III. Effective Bandpass Calculation
for a Gaussian Bandpass Filter

In section 4.2, we modeled the system as a step function
with center freguency Wo and bandwidth 2Aw. Because this model
is so unnatural, it would be encouraging to find that the same
peak fields were predicted using a different model, for large
dispersion. Let the bandpass be described by the Gaussian

function,
(m+m 2
3 —o)
Aw

G(w) = e (III-1)

so that the electric field seen by the system is

2

~ ® (¢ -1 (w-w )+ (w-w )2 -(29)
E(t) = Jifr—L I e © o' 2 of o\ dw / lutg, (III-2)
where
- _4d¢
T= "
_ d%
D = —-7 .
dw

The Taylor expansion of the phase is valid for Aw small enough
to force the integral to have negligible contributions very far
from wg. The integral is of the form oy

Ay i(0 4w ®) [ _.2.2
E(t) = l%l-e c ©° J- "8 X +bxdx (II1-3)

- 00

where
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a2 = 1 - i.R
2

(Aw) 2

b=i1i{t - 1) .

Using the notation of section 4.2,

(e 4o t) [ 2.2
e o o J{ e A" x"+bx

B{Aw) = ax (ITI-4)
and
E(t) = l%I-B(Am) . (III-5)
The integral has the solution
2
a 2
4a
or
/T (t - 1)°
W= exp |- 5 - | . (IITI-~-7)
2 1 . D
‘/(L] _ ;D ({75 -1i3)
w 2 .
Manipulating terms to give W the form of 5§phase and amplifude,’
(t - T)2 7
=R 2 [ 1 4 D 2
: 4(Mw)“ (=) + (3) ]
W = elP | ‘Aw 2 (IIT-8)
4 2 1/4 :
1 D
[(A—u',) + (3) ]
where
p =1 tan_l S D(t - T) . (III-9)
2 2 4 2
2 (Aw) 1 D
8l(75) + (3)

101



Ignoring the phase terms, the electric field envelope is seen to
be

E(t) = J%LJ%-E expl—[—(-EA—;-D—TL” (ITI-10)

for large dispersion, i.e., D >> 1/(Am)2. Then, the peak field
is given by

= E] _
EM = A (III-11)

where the effective bandwidth is

2T
A = ‘LTT , (ITI-12)

just as calculated in 4.2.

It is interesting to note that the Gaussian bandpass modu-
lates the received signal with a Gaussian envelope. For the low
dispersion case, the envelope is of the form

2 2
exp\- (Aw) (i - 1) ‘ (III-13)

instead of the sinusoidal envelope produced by the step function
bandpass, i.e.,

sin[Aw(t - 1)1
t - T
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Appendix IV. The Fourier Transform of
the Double Exponential Pulse

Since the double exponential pulse is often used as an an-
alytic waveform, it is useful to have a ready reference for its
Fourier transform. This appendix describes that transform and
gives approximations for several ranges of frequency and for
some specific frequencies.

The double exponential has the form
E(t) = Eo[e_Bt - o0t (IV-1)

where ¢ is the rise rate and B is the fall-off rate.  Its
Fourier transform is

a - B -
I e YR () (Iv-2)

E =

or

=
Il

[ @ - B ] (1V-3)

(0B - w2) + iw(o + B)

The amplitude and phase are given by

. Eo(a - B)
|E| = (IV-4)
2 N
VQ&B - wz) + wz(a + 8)2 )
tan¢ = - EﬂfLi—%% ) (IV-5)
aB - w

In the following approximations, assume o >> B and define
R = |E|/Eo.

Case 1: w << B << ¢

R =~ 1/8 (IV-6)

tang = ¢ = -w/B

103



Case 2: w = f << «a

R = —L. (IV-7)
/28

- /4 (IV-8)

Case 3: w ~ B << o

R ~ 1/ V2 + w? (IV-9)

Case 4: B << w << g

R =~ 1/w (IV-10)

tan¢ = B/_m:—LEVE (IV-11)

Case 5: w = /B

R = 1//af (IV-12)

6= - /2 | (IV-13)

Case 6: B << w ~ «a

R = 2 ‘ (IV-14)
o Vol + w?

tan¢ = - a/w _ _ “ | (1v-13)

Case 7; B << w = q

R =1//2a . (IV-16)

tan¢ = -1 (IV=-17)

6 = - 3m/4 (IV-18)
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Case 8:
R = a/w2
tan¢ = -

Case 9:

B << g << w

o/w

lim R, ¢
-roo
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(Iv-19)

(IV=-20)

(Iv-21)

(Iv-22)






