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ABSTRACT

In this paper, we survey the applications of neural nets in the areas of systems and control. The paper provides a study of the limitations of neural nets, and stresses “hard” results as opposed to a listing of simulations and applications. Our general approach is to isolate the common properties used by neural networks in control, then to study the difficulties associated with achieving these properties. We avoid as much as possible a listing of neural networks simulations and try to stress their generic properties, independent of a particular architecture. Finally, we address the issues of capabilities versus actual performance and point out results from computational learning theory to show that neural networks can not be used as universal controllers. Although this is a paper on applications of neural networks to systems and control, we focus not on particular experiments but on generic capabilities.

1 Introduction

Neural networks represent an approach to artificial intelligence (AI) which begins by trying to model physical aspects of the mind. Researchers in conventional AI assume that consciousness is the primary cause of intelligent behavior, and as a result they attempt to model conscious thought processes such as problem solving or reasoning. In contrast, the conventional view among artificial neural networks (or simply neural nets) researchers is that consciousness is merely an emergent phenomenon of the complex interaction of the millions of neurons in our brains [31, 87]. The hope is that someday, neural nets which are sophisticated enough to exhibit the complex behavior known as intelligence, may be built. However, with the current state of knowledge neural nets are best at modeling pre-attentive processes such as low-level pattern recognition and motor control, which are assumed to occur in shallow stages of the nervous system. Unfortunately, it is this connection of neural nets to biology that has created much of the hype and excitement about their capabilities. In this paper our interest in neural nets stems not so much from their philosophical implications in AI, but from the intriguing possibility that models of neurology may also solve real-world problems. This paper discusses the potential, as well as the limitations, of neural nets in systems and control, stressing hard mathematical results. We refer the reader to the following sources for a historical account of the neural net field along with their applications in systems and control [48, 90].

The idea of neural control to can be traced back to Norbert Wiener in his book Cybernetics [102]. Wiener realized that in order to build “smart” or “adaptive” controllers, some sort of learning mechanism is needed. In fact, he saw control, learning, and communications intermingled in the animal and machine. Control theory has since developed mathematically independent of the work on learning systems and AI. Successful applications of control abound in everyday life and in many technological areas. Why, then one might ask should control theorists (or practitioners) be concerned with neural networks, and is there really a need for such techniques in the study and practice of control? We answer this and many other questions throughout this paper.

Since this paper is mainly concerned with the applications of neural nets to systems and control problems, very little discussion of general neural networks and training algorithms is included. On the other hand,
many recent surveys of neural nets applications to control have appeared [48, 66, 90, 104]. Our survey has the following salient features (shared by [90]): We concentrate on theoretical guarantees for such properties as approximation potential, learning capabilities, and stability, while minimizing our discussion of results that have been shown valid on particular examples via simulations. It is in fact surprising that many researchers who would never consider an ad-hoc approach (gradient descent with no proof of stability, gain scheduling, etc.) to controlling or identifying linear systems, jump at the occasion of doing so for nonlinear systems using poorly understood nonlinear neural net structures. We shall allow for a comparison between the capabilities of neural net systems and more traditional control approaches in an attempt to answer the question posed by Sontag [90]: “What is special about neural nets?” In other words, could a different nonlinear structure be substituted for a neural net and achieve similar results?

The test for the usage of neural networks (or any other approach for that matter) evolves around the following questions:

1. Can neural networks solve a previously unsolved problem?

2. Can neural networks better solve a previously solved problem? i.e. faster, more efficiently, etc.

Only an affirmative answer to one of the two questions above can justify the usage of neural networks in control. The biological motivation for using neural control is at best misleading and at worst dishonest. Moreover, simple illustrations via simulation on so-called “difficult” control problems may be misguided as shown in [37].

It turns out that in general, neural nets are capable of computing solutions to a wide variety of control problems by learning to emulate an expert or by learning to minimize a cost objective. They can, however, be very slow learners. This can be attributed to the nonlinear relationship between the network parameters (weights) and the output, and also to the relatively large number of parameters that must be learned. Neural networks typically contain more free parameters than alternative methods. This is in fact what gives them their robustness, namely that information can be distributed across a larger number of parameters. However, this robustness is achieved at the expense of additional storage and computational requirements. It also has an undesirable effect on the generalization and sample size requirements. These limitations will be further discussed later in this paper.

In order to address the issues discussed above, this paper is organized as follows. Section 2 provides a brief review of available neural networks architectures. Their applications in systems and control are overviewed in section 3, stressing some common properties and highlighting the need for a theoretical study of their capabilities and limitations. The capabilities and limitations of the different structures are then studied in section 4, and our conclusions are provided in section 5. The appendices contain a review of some mathematical results used in the paper. The style of the paper is informal and no proofs are included, but the reader is provided with an extensive list of references of all theorems and results.
1.1 Notation

In the following, $\mathbb{R}^n$ equipped with the usual vector addition and (real) scalar multiplication denotes the $n$-dimensional vector space of real vectors, $\mathbb{C}^n$ equipped with the usual vector addition and (complex) scalar multiplication denotes the complex vector space. The space of continuous functions from the interval $[a, b]$ to $\mathbb{R}$ is denoted $C[a, b]$. The space of functions whose $r$th derivative is continuous are denoted by $C^r[a, b]$, and the space of smooth functions is $C^\infty[a, b]$. We will use norms of vectors and functions frequently in the paper. Specifically, we use the vector norm $||x||_2 = \sqrt{x^T x}$, and the $p$-function norms described in Appendix A.1. A definition of a generalized sigmoid maybe taken as any continuous function $\sigma$ which is monotonically non-decreasing from 0 to 1 as $x$ varies from $-\infty$ to $\infty$. Unless otherwise stated we will assume this to be the case in this paper.

2 Neural Net Architectures

When discussing neural nets, we are typically referring to a system built by linearly combining a large collection of simple computing devices (i.e., nodes), each of which performs a nonlinear transformation $\sigma$ (in general a sigmoid function) on its inputs. These inputs are either external signals supplied to the system, or the outputs of other nodes. We will refer to $\sigma$ as an activation function. Activation functions are in general, sigmoids, but radial basis functions (RBF’s) or other nonlinearities may also be used [41]. One of the more popular neural net activation functions is the hardlimiting threshold or Heaviside function shown in Figure 1(a): 

$$
\sigma_H(x) = \begin{cases} 
1 & x > 0 \\
0 & x \leq 0 
\end{cases}
$$

(1)

In order to derive certain learning techniques, a continuous nonlinear activation function is often required. For example, all gradient descent techniques require that the sigmoid be differentiable [2]. Thus the threshold function is commonly approximated using the sigmoid function shown in Figure 1(b):

$$
\sigma_S(x) = \frac{1}{1 + e^{-\beta x}}
$$

(2)

The gain of the sigmoid, $\beta$, determines the steepness of the transition region. Note that as the gain approaches $\infty$, the sigmoid approaches a hardlimiting threshold. Often the gain is set equal to one, and $\beta$ is omitted from the definition in equation (2).

Neural net models have two important characteristics. First, since they consist of many nodes, individual nodes carry out only a small amount of the overall computational task. Thus the computational load is distributed throughout the network. Second, the large number of parallel connections typically found in these systems provide many paths from input to output. These factors combine to make neural nets a very robust model of computing. In theory, damage to a few weights or nodes will not adversely affect the overall performance of the network. In fact, practical implementations indicate that the performance of neural nets tends to degrade gracefully as weights or nodes are destroyed [77, 78].

In order to discuss some results in this paper, we must define what we mean by a neural net more formally.
Definition 2.1 (Neural Net) A \( k \)-node neural net \( \mathcal{G} \) is a weighted directed graph containing an ordered sequence of \( m \) input nodes, and \( k - m \) computation nodes. An ordered sequence of \( p \) of the computation nodes are designated as output nodes. Associated with each computation node is an activation function \( \sigma : \mathbb{R} \rightarrow \mathbb{R} \). The directed edge \((v_i, v_j)\) appears in \( \mathcal{G} \) if node \( v_j \) receives input from node \( v_i \).

An important class of neural nets is the feedforward neural net described next.

Definition 2.2 (Feedforward Neural Net) A feedforward neural net is a special case of a neural net in which \( \mathcal{G} \) is acyclic. Furthermore, each of the \( n \) input nodes has indegree 0, and each of the \( r \) output nodes has outdegree 0.

The key point to note in this definition is that \( \mathcal{G} \) is acyclic in feedforward networks.

The simplest feedforward neural net is the perceptron, which consists of a single node with a threshold activation function. In any feedforward neural net, it is possible to partition the nodes into layers. In many cases, the input nodes are considered the first layer, the output nodes the last layer, and there are only connections from one layer to the next. Layers which are neither input nor output layers are called hidden layers. This type of architecture is often referred to as a multilayer perceptron (MLP).

We will use \( w_{ji} \in \mathbb{R} \) to denote the weight associated with directed edge \((v_i, v_j)\) in \( \mathcal{G} \). Associated with every feedforward neural net \( \mathcal{G} \) is a function \( f_\mathcal{G} : \mathbb{R}^m \rightarrow \mathbb{R}^p \) that is obtained by composing the node outputs of \( \mathcal{G} \) in the obvious way. A neural network with one hidden layer may be compactly described by

\[
\begin{align*}
\alpha &= Bu; \quad \text{where} \quad B \in \mathbb{R}^{L \times m} \\
\Sigma(\alpha) &= \sigma(\alpha^T) \in \mathbb{R}^{m \times L} \\
y &= C\Sigma^T \in \mathbb{R}^{p \times L}
\end{align*}
\]
so that \( y = C \sigma^T [(Bu)^T] = f_G(u) = f_G(B, C, u) = f_G(W, u) \). Note that \( B \) and \( C \) are matrices of weights to be learned or programmed, and that the notation \( \sigma(x) \) for \( x \in \mathbb{R}^n \) denotes \( \sigma(x) = [\sigma(x_1) \cdots \sigma(x_n)]^T \).

**Definition 2.3 (Feedback or Recurrent Neural Net)** Recurrent networks are those neural nets which, even after learning is terminated, are described by dynamical (differential or difference) equations.

\[
\begin{align*}
\dot{x} &= G(x, W, u) \\
y &= h(x, W)
\end{align*}
\]

where \( x \) is the internal variable or the state of the network. As an example, we will later consider the neural network described by

\[
\begin{align*}
G(x, W, u) &= \sigma(Ax + Bu) \\
h(x, W) &= Cx
\end{align*}
\]

where \( A, B \) and \( C \) are matrices of weights having the appropriate dimensions. Note that since \( G \) and \( h \) are functions of the internal variable \( x \), the graph \( G \) is cyclic.

Learning in a neural net involves the application of techniques that adjust the weights in \( G \). This process is referred to as training if desired input/output data is made available during learning. Thus by using learning, we have a way of changing \( f_G \). Note that learning is difficult even for systems without nonlinearities [3].

Some of the questions we consider in this paper include: What class of functions can \( G \) represent? How much training data must \( G \) be exposed to in order to learn a desired function, and how long will this training take? The training process used most often in neural nets is based on steepest descent minimization of a cost function, namely the backpropagation algorithm (or some variant) as developed in [101] and popularized in [78]. In fact, most supervised learning can be seen as a variant of gradient descent as described in [2].

Static networks are characterized by node equations that are memoryless as given in (3). That is, their output \( y(t) \) is a function only of the current input \( u(t) \), and not of past inputs or outputs. Dynamic networks, on the other hand, are systems with memory. Their node equations are typically described by differential or difference equations, see (4). The distinction between programmable and learnable weights is a little more subtle. Programmable weights are designed a priori, and placed into the network model so that it will perform the desired operation when the node equations are implemented. A sample of such networks is the basic Hopfield network [45]. In contrast, learnable weights are sought by presenting examples to the network, using the node equations to propagate them through the network, and then iteratively adjusting the weights so that the network responds in a desired manner. Another distinction should be made between supervised and unsupervised learning. When learning the weights of neural net, one could have a set of input/output pairs and supervise the learning procedure by penalizing deviations from the given outputs. Unsupervised learning on the other hand, does not have access to a desired output sequence as the weights are sought. Instead, the objective is usually to form clusters of data that share common characteristics or optimize a performance objective.

A representative static network with learnable weights is the previously mentioned MLP. Recurrent networks are representatives of dynamic networks with programmable and learnable weights. Another recurrent
neural net with learnable weights is the adaptive resonance theory (ART) architecture developed by Grossberg [39] and others [16, 18, 36, 42, 43]. ART architectures have been developed using both unsupervised and supervised learning approaches.

3 Applications of Neural Networks in Systems and Control

The idea of modeling a particular behavior using neural networks is attractive for several reasons. Since neural net architectures may be shown to be universal approximators of functions and functionals, the hope is that one can find a neural net learning (weight update) algorithm in order to approximate the data, predict its future, or use it in control. Unfortunately, approximation results are not in general, constructive, i.e. no proof of the approximating capabilities of neural nets can tell the designer the number and types of nodes needed. Moreover, and as stated in the introduction, neural networks will have to hold their own against other approximation schemes. It is however true that the modeling problem can be simplified with neural nets to a parametric identification problem, but much remains to be done.

Another neural network usage in systems relies on the clustering capabilities of such networks as ART, CMAC [65], and others. In such applications, the learning is unsupervised and different controllers may be used depending on the clustering results, as a generalization of a table-lookup control structure.

Because of their properties (clustering and approximation), neural nets have had successful applications in systems and control, and yet very few “hard” results have been derived or used. We follow in this section the general philosophy that neural nets should be motivated by a problem which can not be (efficiently) solved using more traditional approaches. In addition, we separate the issues of what neural nets “can” do and “how” they do it. The capabilities of neural nets may rely on results from approximation theory to show that a certain neural net structure is rich enough to model or control a particular system. The actual operation however has to do with the choice of a training or learning algorithm, and with the availability of a sufficiently rich training set, which may or may not achieve the theoretical performance of the structure. The capabilities of such algorithms has to be studied from a learning theory point of view. This dichotomy is reminiscent of the theory of linear adaptive control [68] where the design is separated into an algebraic step (finding a rich enough structure) and the analytical step (deriving a stable adaptive algorithm).

Independently of neural networks, there can be many reasons for attempting to model a particular phenomenon. The following are four reasons which will be discussed in this paper.

1. Prediction of future behavior.
2. Identification of a real system.
3. Designing a controller for a real system.
4. Monitoring and fault detection.
3.1 Prediction

Neural nets have proved noteworthy in time series prediction. In such a case, the input to an unknown system is also unknown and the neural net is trained on the output sequence, then used to predict the future of the output sequence. A recent collection of different approaches to this problem may be found in [100]. In the following, we discuss one promising approach taken from [84]. As described in Appendix A.3, the theory of Embedding allows the designer to obtain a diffeomorphic image of the attractor of a dynamical system. The theory is applicable to discrete-time systems but the more interesting case of continuous-time will be reviewed next. Consider an undriven dynamical system described by

\[
\dot{x} = F(x); \quad x(0) = x_0 \\
y = h(x)
\]

and assume in the following that \(x\) is \(n\) dimensional, while \(y\) is a scalar. The designer has access to \(y\) but not to \(x\). Consider the delay vector

\[
z(t) = [y(t) \ y(t-\tau) \ \cdots \ y(t-m\tau)]^T
\]

According to Takens Theorem and its generalizations (see Appendix A.3) [71, 95], \(z(t)\) represents a diffeomorphic image of the state \(x(t)\) as it settles down to the attractor. In fact, having \(z(t)\) available for \(t \geq m\tau\), one can attempt to find the recurrent neural network

\[
\dot{z}(t) = \sigma(Az) \\
\bar{y}(t) = Cz
\]

by minimizing the error between \(y\) and \(\bar{y}\). The resulting system will serve as a predictor of the original time series as discussed in [84].

The key question here is what (if any) are the ingredients of a neural network used in the prediction application? In other words, is the success of neural networks in predicting a time series due to their parallelism, their nonlinear nature, the choice of learning algorithms, the choice of nonlinearity, etc.? In fact, only the approximating capabilities of neural networks are being used, and consequently, many other approximating structures (splines, polynomials, wavelets, etc.) may be used as efficiently in a time series prediction. Moreover, the “goodness” of prediction has more to do with the learning issues associated with training neural networks. These issues will be discussed in Section 4.

3.2 Identification

In many applications, one is interested in identifying or modeling a given system with no ulterior motive such as control. Usually, this makes sense when the open-loop system is stable in the BIBO sense since any bounded input can be used. Identification and modeling may also be seen as a data compression scheme, where a large amount of data is replaced by a structure (neural net) and its parameters (weights). For linear systems, ARMA models and their variants have been extremely adept at this problem [61]. Nonlinear
systems however, are so much more general that no one structure has emerged (or will ever emerge) to model every type of nonlinear systems. It is however remarkable that the representation properties of neural nets has placed them at the center of the problem of identifying nonlinear systems. For a recent collection on the usage of neural nets in identification, see [86]. We again try to isolate the useful characteristics of neural networks as they apply to identification. It turns out that the approximating capabilities of neural net are again being used and that the learning issues associated with time series prediction and discussed in Section 4 are important.

3.2.1 Discrete-Time Case

The simplest conceptual framework for neural nets as identifiers is to consider a discrete-time formulation where the neural net is represented by the functional relationship,

\[ y(t) = g(u_{t-1}, y_{t-1}, W) + v(t) \]
\[ u_t = [u(1), u(2), \ldots, u(t)]^T \]
\[ y_t = [y(1), y(2), \ldots, y(t)]^T \]

where \( v(t) \) models disturbance or noise. The unknown dynamical system may be represented as

\[ x_{t+1} = F(x_t, u_t) \]
\[ y_t = h(x_t, u_t) \]

The description in (9) may then be re-written as a composition of two mappings,

\[ \phi(t) = \phi(u_{t-1}, y_{t-1}, \eta) \]
\[ g(u_{t-1}, y_{t-1}, \theta) = g(\phi(t), \theta) \]

In neural networks terminology, Sontag [89] has shown that

\[ x_{t+1} = \sigma(Ax_t + Bu_t) \]
\[ y_t = Cx_t \]

can be used to approximate the input output behavior of a large class of discrete-time nonlinear systems described by (11). A more detailed discussion follows in the Theorem 3.1.

3.2.2 Continuous-Time Case

The continuous-time case is more involved since the availability of the output is no substitute for the state. It can however be shown that the class of recurrent neural networks used in [89] can be used to approximate continuous-time dynamical systems as described in the Theorem 3.1. Note however, that the approximation holds over a finite time \( T \) and over compact subsets of the state and input spaces.
**Theorem 3.1** Let

\[ \dot{x} = f(x, u) \]
\[ y = h(x) \]

with initial conditions \( x(t_0) = x_0 \). Assume that \( f \) and \( h \) are in \( C^1[\mathbb{R}] \) such that for all inputs, the solution \( x(t) \) exists and is unique for all \( t \in [0, T] \) and some compact sets \( K_1 \subset \mathbb{R}^n \) and \( K_2 \subset \mathbb{R}^p \), while \( x \in K_1 \), \( u \in K_2 \). Then there exists a recurrent neural network of the form

\[ \dot{\chi} = \sigma(A\chi + Bu) \]
\[ y = C\chi \]

where the dimension of \( \chi \) is greater than or equal to that of \( x \), and

\[ ||x(t) - M(\chi(t))|| < \epsilon \]
\[ ||h(x(t)) - C\chi(t)|| < \epsilon \]

for all \( \epsilon > 0 \) and all \( 0 \leq t \leq T \), and some differentiable map \( M \).

Note that the above theorem is not constructive, a problem that plagues other approximation results [35].

### 3.3 Control

Most applications of neural nets to control problems have been illustrated via simulations and not properly contrasted with more traditional approaches. Neural nets are nonlinear systems (either static or dynamic) and therefore their inclusion in a feedback control setting should be a last resort after linear controller techniques have been exhausted. In particular, neural nets should not be used to control a linear, time-invariant system before having exhausted the following structures: Fixed-structure classical controllers, robust controllers, and adaptive controllers. The reason for this hierarchy is simple: The stability of the feedback structure and its performance is much easier predicted and prescribed using any of the more standard techniques. It is in fact, the nonlinearity of the neural net, even when they are static, that causes many designers to give up any stability guarantees and to resort to “proofs by simulation”. A very common illustration of the validity or the success of a neural net controller is to simulate it in the feedback-loop of a linear system: This illustration proves more about the designer than about the neural net itself!

The following discussion concentrates on the limitations of using neural nets in control applications from two different angles: The fact that neural nets are theoretically incapable of meeting some control requirements, and the very real problem of not being able to achieve theoretically achievable levels of performance.

There are in effect a few cases where it makes sense to use neural nets in control: The controlled system must be uncertain and probably nonlinear. The reason for such a requirement is that for known (linear or nonlinear) systems, control theory is highly developed and successful [55, 98]. In fact, one could argue
similarly for uncertain linear systems [4, 12, 28, 29]. Moreover, the neural net usually enters as a “learning” or “adaptive” part of the controller structure [91]. In the case where the usage of neural nets for control is justified, it has been generally been used as follows:

1. **Stabilizing State Feedback:** The starting point for most results on the control of nonlinear systems using neural nets is the assumption that the system is of the form (assumed single-input for simplicity)

   \[ \dot{x} = f(x) + g(x)u \]

   that the state \( x \) is available for feedback and that the system is feedback-linearizable [52] but \( f(x) \) and \( g(x) \) are uncertain. This class of systems include many physical systems including the so-called Lagrange-Euler systems. In this setting, neural networks are basically implementing static state-feedback laws. Therefore, their functional approximating capabilities are called upon in order to implement \( u = K(x) \). The main disadvantage of this approach is that the state \( x \) is usually unavailable and that noise is always present. Moreover, it is not always guaranteed that the neural net can actually converge to the correct \( K(x) \). A typical situation is when a 1-hidden layer is used to implement a controller but a 2-hidden layer is called for because of discontinuities in the desired control action [90, 91]. Of course, feedback-linearizable systems do not suffer from this limitation and thus researchers have almost exclusively concentrated on those types of systems to illustrate the potential of neural nets [60, 96]. The learning issues associated with this control approach will be discussed in Section 4.

2. **Minimizing a Performance Objective:** Suppose that the control objective is to minimize a certain objective \( J(x, u) \). The nonlinear controller \( u = K(x) \) may again be implemented using a neural net and a gradient-descent learning algorithm [2]. This approach may fail because \( J \) may have many local (and global) minima, some of which may lead to unacceptable performance. In this case, the usage of a neural net as an optimizer is required.

3. **Model or Expert Following:** In such cases, the control objective is specified in terms of a model and the neural net attempts to make the plant follow the behavior of the model by minimizing the error (in a suitable norm) between the plant and the model [8, 69]. Note that the model may be mathematical or an expert. The model following approach suffers from similar limitations to the two approaches above; namely, that the neural net may not be able to converge to an acceptable performance regime.

4. **Open Loop or Inverse Model:** Here, the neural net attempts to implement \( u = K(r) \) such that \( y = F(K(r)) = y_d \) where \( y_d \) is the desired output [8]. If \( F \) were invertible and \( K = F^{-1} \), then by letting \( r = y_d \), the desired output is obtained. The difficulties with this approach are that the inverse may not exist and that open-loop is almost always a bad idea because of instabilities and uncertainties. Moreover, and similarly to the state-feedback case, inverse model applications may require more than the usual 1-hidden layer network as discussed in [90, 91].

5. **Hierarchical Control:** This usage of neural nets is effectively a gain scheduling approach to controlling a plant using different pre-specified controllers [65]. The neural net acts as a classifier which
recognizes different operating regions and switches between the different fixed controllers. This is a typical application of networks such as ART, and CMAC [65]. The ability of neural nets to classify patterns is therefore being used. A limitation of such a table-lookup approach, is the lack of stability guarantees as the controller is switched.

When the state is unavailable for feedback, the control problem is further complicated. The standard approach to such problems is to build an observer to reconstruct an estimate of the state which may then be fed back as if it were the true state. The system is then described by

\[ \dot{x} = f(x) + g(x)u \]
\[ y = h(x) \]  

where for simplicity, both \( u \) and \( y \) are scalars. As described in Theorem 3.1, one can use a general form of a neural network to model the system, and may also use the same form in order to control it based on input-output measurements. Unfortunately, such control approach requires some structural properties (observability, controllability) which have not always been checked by neural networks researchers.

3.3.1 Stability

Since the control problem arises mostly in the setting of dynamical systems, the question of stability of the feedback system is paramount in control. One can not avoid this question and maintain that he has controlled a given plant. In addition, one should distinguish between guaranteeing the stability of the neural network [23, 103] and guaranteeing the stability of the closed-loop [59]. The stability of the neural network is actually a property of the learning algorithm and the performance objective, while that of the feedback closed-loop structure is more related to the input/output mappings of the system and the neural network. In effect, even the stability of the neural network has not been carefully studied since most learning algorithms use approximations of gradient descent algorithms whose actual behavior is robust, but their stability guarantees non-existent. The stability of the neural network is The problem with the stability concept however is that it has many meanings: It could relate to the stability (or convergence of the weights) of the neural network, and may for example denote Bounded-Input-Bounded-Output (BIBO) stability. That however is not of much use in neural net applications because the output nonlinearity can easily guarantee the boundedness of the output for a particular neural net, while still causing unbounded signals throughout the feedback structure. A more useful stability setting is that of internal stability of the closed-loop systems due to Lyapunov [98], or in the case of driven systems that of Bounded-input-Bounded-State (BIBS) stability described in [92].

As it stands, few researchers have provided stability guarantees for neural nets when used in control applications [60, 73, 82, 83, 96]. Most however have not. This again is reminiscent of the early years of adaptive control of linear system where the MIT rule was blindly applied until an aircraft crash forced researchers to study the instability mechanisms inherent in an adjustable gradient descent approach [68].

There are two promising approaches to the study the stability of neural nets (or any nonlinear controller) and they rely on either the small-gain theorem or the passivity theorem (see Appendix A.4). In fact, consider
Figure 4 in Appendix A.4, and let the neural network be block $H_2$ in the figure. Then, the designer may be able to guarantee that at all times, and whether learning is on or off, either the small-gain theorem or the passivity theorem apply. That will require for example that the neural network has a gain $\gamma_2 < 1/\gamma_1$ or that it dissipates enough energy to satisfy the passivity theorem. These theorems provide sufficient conditions for stability in a suitable sense. Successful applications of neural networks as feedback controllers have also exploited the particular structure of the controlled plant (block $H_1$ in Figure 4), as described for example in [83, 96]. The fact that the weights of the neural networks have converged is of little consequence in guaranteeing closed-loop stability since even a linear, time-invariant, and stable $H_2$ can lead to closed-loop instabilities.

### 3.4 Monitoring

It is also conceivable that a neural net can be used as a monitoring device, in order to detect major changes in the operation of the system. Specifically, the neural net is trained on a well-behaving system, and then operated with no more training in parallel to the actual system. The neural net output will then be compared to that of the physical system, and any anomalies in the output of our system will be detected. In some cases, the neural net may also be used to accommodate the change of behavior in a manner similar to the hierarchical control approach [74]. In others, it is used simply as a fault detection device where the clustering capabilities of networks such as ART or CMAC are called upon [42].

### 4 Capabilities and Limitations

As described in the previous section, some generic capabilities of neural nets are usually used in applications to systems and control. These capabilities are broadly divided into approximation capabilities and clustering capabilities. The discussion in this section deals with these two capabilities along with a more practical aspect: How close to the theoretical capabilities can we get when learning the weights of a neural net? This will give rise to the issues of information and complexity [1]. Information deals with the idea that in order to learn, a sufficient amount of information (in a suitable form) must be available to the learner. On the other hand, the learner is always limited in his time, space and other resources which requires him to keep a low complexity in his learning approach. Another related issue which is consistently overlooked by users of neural nets in control is the issue of memorizing versus learning. Memorizing refers to the act of recalling as closely as possible, the data used in teaching the network a particular behavior. A neural network can memorize given long enough time and enough samples. Learning, on the other hand, relates to the idea of generalization, or to the extrapolating the knowledge encoded from seeing the data used in memorization, to explain data that was not seen before. Therefore, learning requires that the network is provided with the right type of training (large information content) and enough of them, along with a sufficient amount of resources. This issue is related to the concepts of “sufficiently rich” or “persistently exciting inputs” studied in the context of identification and adaptive control of linear systems [68].
Table 1: Approximation Results

<table>
<thead>
<tr>
<th>Reference</th>
<th>Activation Function</th>
<th>Approximation In</th>
<th>Proof</th>
</tr>
</thead>
<tbody>
<tr>
<td>[22]</td>
<td>Bounded Sigmoid</td>
<td>$C[\mathbb{R}^n]$</td>
<td>Constructive</td>
</tr>
</tbody>
</table>

4.1 Approximation Capabilities

One of the common uses of neural nets in control is in approximating a functional relation $y = F(u)$ given a sample of input/output pairs $(u_i, y_i)$; $i = 1, \ldots, N$. These results usually rely on the theorems reviewed in Appendix A.2. First, let us note that there is a difference between what a neural net can approximate, and how it does it. In other words, if a neural net structure is rich enough to approximate a particular behavior, there is no guarantee that the particular learning algorithm used will actually converge to the correct approximating weights. Second, there is a difference between approximating functions and approximating functionals. In other words, a neural net which does well on a finite set of input/output data pairs, may not do the same if the input and output are given as functions.

4.1.1 Approximation of Functions

It is now known that a 1-hidden layer network static network is capable of approximating an arbitrary (continuous) function. Many proofs of this result have appeared of which we recall the ones in [24, 46]. Until recently, these proofs have used either Kolmogorov’s results or the Stone-Weirestrass theorem (See Appendix A.2) and required the continuity or even differentiability of the sigmoid (or nonlinearities) in the neural net. Chen et al. [22], building on the research of Sandberg [79, 80, 81] have recently shown however that all is needed is the boundedness of the sigmoid building block. Table 4.1.1 is taken from [22] and summarizes some available results for the approximation of functions. The set $K$ denotes a compact subset of $\mathbb{R}^n$. Note that even those results labeled “constructive” still ignore the facts associated with the training algorithm and the available data.

4.1.2 Approximation of Functionals

The approximation of functional by a neural net structure is more involved, since the neural net is now approximating a mapping from a space of functions $u(t)$ to another space of functions $y(t)$. Here again, the work of Sandberg [79, 80, 81] on approximately-finite memory systems was instrumental both in discrete and continuous time. Recently, Newcomb and de Figueiredo [70] have used ideas from Volterra functionals to design a network which can identify dynamical systems. Similarly, the results of Sontag and Albertini
previously discussed in Theorem 3.1 concentrate on the problem of approximating functionals. Finally, Chen and Chen [21] have recently discussed the problem of approximating functionals and how to then use it in identifying nonlinear dynamical systems. Note however that in all of these results, The approximation is over a finite time and when used in identification, over compact sets of inputs and states. More importantly, nowhere is a learning algorithm provided to achieve the capabilities of the proposed networks. In other words, none of the proposed structures is guaranteed to provide a valid model by training on a given data set.

We have discussed the fact that neural nets are capable of approximating arbitrary nonlinear (static or dynamic) mappings. For example, given a set of input/output data, the Backpropagation algorithm can be called upon to learn the mapping described by an MLP at the example points. However, there are a number of practical concerns which should be addressed. The first is the matter of choosing the network size. The second is the time complexity of learning. That is, we may ask if it is possible to learn the desired mapping in a reasonable amount of time. Finally, we are concerned with the ability of our network to generalize, that is its ability to produce accurate results on new samples outside the training set. These concerns are addressed in the sections that follow.

4.1.3 Choosing the Network Size

First, theoretical results indicate that the MLP is capable of forming arbitrarily close approximations to any continuous nonlinear mapping; but this is true only as the size of the network grows arbitrarily large [24, 34]. In general it is not known what (finite) size network works best for a given problem, although the results of Barron [5] may be called upon in a particular problem. Further, it is not likely that this issue will be resolved in the general case since each problem will demand different capabilities from the network. Choosing the proper network size is important for the following reasons. If the network is too small it will not be capable of forming a good model of the problem. On the other hand, if the network is too big then it may be too capable. That is it may be able to implement numerous solutions that are consistent with the training data, but most of these are likely to be poor approximations to the actual problem.

Ultimately we would like to find a network whose size best matches its capability to the structure of underlying problem, or since the data is sometimes not sufficient to describe all of the intricacies of the underlying problem, we would like a network whose size best captures the structure of the data. With some specific knowledge about the structure of the problem (or data), and a fundamental understanding of how the MLP might go about implementing this structure, one can sometimes form a good estimate of the proper network size.

With little or no prior knowledge of the problem however, one must determine the network size by trial and error. A methodical procedure is recommended. One approach is to start with the smallest possible network and gradually increase the size until the performance begins to level off (or worsen). In this approach each size network is trained independently. A closely related approach is called “growing a network”. The idea here is to start with one node and create additional nodes as they are needed. Approaches that use such a technique include Cascade Correlation [30], the Group Method of Data Handling (GMDH) [6, 53],
Projection Pursuit [32, 33], the Algorithm for Synthesis of Polynomial Networks (ASPN) [6], and others [7]. These approaches differ from the previous approach in that additional nodes are created during the training process.

Another possibility is to start with a large network and then apply a pruning technique that destroys weights and/or nodes which end up contributing little or nothing to the solution [58]. With this approach one must have some idea of what size network constitutes a “large” network, that is “what size network is probably too big for the problem?” The following guidelines are useful in placing an upper bound on the network size. For a fully connected MLP network, no more than two hidden layers are typically used, and in most cases only one. Numerous bounds exist on the number of hidden layer nodes needed in one–hidden layer networks. For example it has been shown that an upper bound on the number of hidden layer nodes needed for the MLP to implement the training data exactly is on the order of $M$, the number of training samples [47]. This suggests that one should never use more hidden layer nodes than training samples. Actually, the number of hidden layer nodes should almost always be much less than the number of training samples, otherwise the network simply “memorizes” the training samples, and as a result yields poor generalization.

It is more useful to consider bounds on the number of hidden layer nodes that are expressed as a function of $n$, the dimension of the input pattern. It is possible to find problems that require the number of hidden layers nodes to be exponential in $m$, but it is generally recommended that MLPs be used only for problems that require a polynomial number of hidden layer nodes [26, 40, 85]. For example, if the problem is one that requires a pattern class to be completely enclosed by a spherical decision boundary then the number of hidden layer nodes should be approximately $3m$ [49]. These issues are considered in more detail in the following section.

### 4.2 Information versus Complexity

In Section 2 we posed the question: How much training data must $G$ be exposed to in order to learn a desired function? In order to answer this question, we must first define what it means for a neural net to learn a function. The most widely studied model of learning is the distribution-free probably approximately correct (PAC) model, described by Valiant [97]. A discussion of the PAC learning model is presented in this section. Using this model, we will be able to rigorously define generalization, and therefore classify the learnability of various problems using neural nets. Generalization is concerned with the ability of a neural net to correctly classify data it has not been exposed to previously. The generalization issue becomes critical when using neural nets in modeling and controlling nonlinear systems.

An interesting trade-off between information and complexity arises when considering generalization. The amount of information contained in the training data sets an upper bound on the number of examples that a neural net must be exposed to in order to achieve some level of generalization. While the issue of complexity considers how long it takes to perform the learning. Larger neural nets tend to have better generalization capabilities than smaller ones; however, the training time tends to increase rapidly with the network size, as does the number of training examples needed for achieving generalization.
4.2.1 Information

The PAC Learning Model. Within the PAC framework, a learning function is supplied with examples (classified objects) from the *instance domain* $X$. Members of $X$ (i.e., instances) are classified according to their membership or non-membership in the unknown *target concept* $c \subseteq X$. Thus we may represent the target concept as the function $c : X \rightarrow \{0, 1\}$ which partitions the instance domain according to membership (1), or non-membership (0) in the target concept. Furthermore, the target concept is assumed to be a member of a known collection $C$ of subsets of $X$ referred to as the *concept class*.

Examples are assumed to be generated from a fixed but unknown probability distribution $P$ on $X$, and a *training sample* $s$ consists of $m$ such examples drawn from $c$:

$$s = \{(x_1, c(x_1)), (x_2, c(x_2)), \ldots, (x_m, c(x_m))\}$$

where $m$ is the *sample size*, and $x_i \in X$ for $i = 1, 2, \ldots, m$.

The goal of the learning function is to construct a hypothesis $h : X \rightarrow \{0, 1\}$ that is a good approximation of $c$. Specifically, $h$ is said to $\epsilon$-approximate $c$ if the probability that $h$ and $c$ disagree on a random instance drawn from $X$ according to distribution $D$ is at most $\epsilon$. A hypothesis $h$ is said to be *consistent* with a training sample $s$ if $h(x_i) = c(x_i)$ for $i = 1, 2, \ldots, m$ (i.e., $h$ correctly classifies all examples in the training sample).

Once again, we assume that any hypothesis is a member of a known collection $H$ of subsets of $X$. We may also define a *graded hypothesis space* $H = \bigcup H_n$, whenever $H$ is made up of a disjoint union of hypotheses parameterized by $n$. In the case of a graded real hypothesis space, each $H_n$ is a real hypothesis space defined on (possibly some subset of) $\mathbb{R}^n$.

Given the previous definitions, we may now define an important learning model in which our problem will be framed.

**Definition 4.1 (PAC Model)** Let $C = \bigcup C_n$ be a concept class over $X = \bigcup X_n$. A learning algorithm $L$ is said to be a *probably approximately correct* (PAC) for $C$ if it has the following property: for every $c \in C$, for every distribution $D$ on $X$, and for all $0 < \epsilon < 1/2$ and $0 < \delta < 1/2$, if $L$ is given access to labeled training examples of some $c$ drawn according to $D$, and inputs $\epsilon$ and $\delta$, then with probability $1 - \delta$, $L$ outputs a hypothesis $h \in H = \bigcup H_n$ that $\epsilon$-approximates $c$.

If a learning algorithm $L$ with the property described in this definition can be shown to exist, we say that $C$ is PAC-learnable. If $C$ is PAC-learnable, then the sample size $m_0$ for which $L$ can PAC learn any $c \in C$ is referred to as the *sample complexity* of $L$.

**VC Dimension and Learnability.** The Vapnik-Chervonenkis dimension (VC dimension) is an important combinatorial tool introduced into learnability theory by Blumer et al. [14] and has been extensively used in the analysis of learning problems specified within the PAC framework. Below we formally define the VC dimension of a concept class, and then state some important results related to this measure. After which, we will apply these results to neural nets.
Definition 4.2 (VC Dimension) Let $X$ be a set and $C$ a collection of subsets of $X$ (i.e., $C \subseteq 2^X$). The subset $S \subseteq X$ is said to be shattered by $C$ if for every partition of $S$ into disjoint subsets $S_1$ and $S_2$, there exists a $C \in C$ such that $S_1 \subseteq C$ and $S_2 \cap C = \emptyset$. The VC dimension of $C$ is the maximum cardinality of any $S \subseteq X$ shattered by $C$, or $\infty$ if arbitrarily large subsets may be shattered.

We will use $\text{VCdim}(C)$ to denote the VC dimension of the concept class $C$.

The importance of the VC dimension in learning is considered next. The following theorem demonstrates that if $\text{VCdim}(C) = \infty$, then the concept class $C$ is not PAC learnable; conversely, if $\text{VCdim}(C)$ is finite, then $C$ is PAC learnable (but possibly computationally unbounded). Here and throughout the paper, log denotes the logarithm base 2, and ln denotes the natural logarithm.

Theorem 4.1 (Blumer et al. [15]) Let $C$ be any concept class, $H$ be any hypothesis class of VC dimension $d$, and $L$ be any algorithm that takes as input a random set $S$ of labeled examples of a concept in $C$, and produces a hypothesis $h \in H$ that is consistent with $S$. Then $L$ is a PAC learning algorithm for $C$ using $H$, if

$$|S| \geq \max \left( \frac{4}{\epsilon} \log \frac{2}{\delta}, \frac{8d}{\epsilon} \log \frac{13}{\epsilon} \right)$$

Hence, if the VC dimension of a neural net can be determined, then Theorem 4.1 gives us one way of determining the information complexity of a learning problem—i.e., the minimal amount of training data that must be collected.

It is not difficult to show that the VC dimension of an $n$-input perceptron net is $n + 1$. However, Minsky and Papert [67] showed these networks to be fairly limited in terms of the functions they are able to represent. Let us consider more general feedforward neural nets which, as described in Section 2, are able to approximate arbitrary functions. Baum and Haussler [10] showed the VC dimension of a feedforward neural net with threshold activation functions is $O(W \log (e \cdot r))$, where $e$ is the base of the natural logarithm, $W$ is the number of adjustable weights, and $r$ is the number of computation nodes in the network. Determining the VC dimension of feedforward neural nets with sigmoid activation functions was a much more difficult problem. Macintyre and Sontag [64] used deep results in logic to show that the VC dimension of these networks is finite, but no explicit bounds were derived. Goldberg and Jerrum [38] were, however, able to derive a polynomial bound using a continuous piecewise polynomial approximation for the sigmoid activation function.

Let us now apply the VC dimension results to the learning problem. Baum and Haussler [10] used Blumer et al.'s results to show that feedforward neural net with threshold activation functions will have good generalization if they are consistent with a sufficiently large training set. Specifically,

Theorem 4.2 (Baum and Haussler [10]) A feedforward neural net $G$ of threshold activation nodes having $d$ input nodes, 1 output node, and $W$ adjustable weights has $\text{VCdim}(G) = O(W \log W)$ for any weight-space $W \subseteq \mathbb{R}$ and any concept space $X \subseteq \mathbb{R}$.

Thus the VC dimension of a single-output feedforward network grows polynomially with the size of the network. Furthermore, if we had access to a consistent algorithm for training such a network, then using
Theorems 4.1 and 4.2 it easy to see that the sample complexity of the learning algorithm would also be polynomial in the size of the network. This then suggests that neural networks can be efficiently used in control applications where one has enough training samples.

### 4.2.2 Complexity

Even if one is able to determine the optimal network size, and if one has enough samples, it turns out that finding the correct weights for a network is an inherently difficult problem. The problem of finding a set of weights for a fixed size network which performs the desired mapping exactly for some training set is known as the *loading problem*. Recently it has been shown that the loading problem is NP-complete [13, 54]. This suggests that if we have a very large problem (e.g. if the dimension of the input space is very large), then it is unlikely that we will be able to determine if a weight solution for the exact mapping exists in a reasonable amount of time. Therefore, control applications where a quick response is critical are definitely out, and the claim that neural networks are “fast” misses the point that their training time is usually too long for real-time applications [83].

On the other hand, learning algorithms like Backpropagation are based on a gradient search [2], which is a greedy algorithm that seeks out a *local minimum* and thus may not yield the exact mapping. Gradient search algorithms usually do not take exponential time to run (if a suitable stopping criterion is employed). However, it is well known that finding weight solutions using Backpropagation is extraordinarily slow. One way to explain this sluggishness is to characterize the error surface which is being searched.

In the case of a single perceptron with linear activation function the error surface is a quadratic bowl (with a single (global) minimum), and thus it is a relatively agreeable surface to search. For MLPs however, it turns out that the surface is quite harsh [50]. This is illustrated in Figure 2 which shows the performance index to be minimized $J$ for two different cases. In both cases there is a single node with two weights and the training samples are $\{-4, -3, -2, -1\}$ for class 1 and $\{1, 2, 3, 4\}$ for class 2. The only difference between the two cases is that in Figure 2(a) a linear activation function is used, and in Figure 2(b) a sigmoid is used. This surface tends to have a large amount of flatness as well as extreme steepness, but not much in between. It is difficult to determine if the search has even terminated with this type of surface since the transient flat spots “look” much the same as minima, i.e. the gradient is very small. Furthermore, with this type of surface a gradient search moves very slowly along these flat parts. It is dangerous to increase the learning rate to compensate for the sluggishness in these areas because the algorithm may then exhibit instabilities when it reaches the steep parts of the surface. The surface in Figure 2(b) is for a single node only, but it has been shown that many of the characteristics of this surface are typical of surfaces for multilayer perceptrons as well [50]. This then suggests that nonlinear neural networks should not be used to control known, linear time-invariant systems.

Attempts to speed learning include variations on simple gradient search [72, 76, 94], line search methods [51], and second order methods [57, 99]. Although most of these have been somewhat successful, they usually introduce additional parameters which are difficult to determine, must be varied from one problem to the next, and if not chosen properly can actually slow the rate of convergence.
The choice of initial weight values is also important since the criterion function for the MLP may have many minima (which correspond to different solutions) and the final convergence point depends on the initial conditions. Typically, a problem is solved by running Backpropagation several times with different initial weight vectors until an adequate solution is found. The problem of finding a consistent neural net (i.e., finding network weights that correctly classify the training data) is often referred to as the credit-assignment problem for the weights of a network. For perceptron networks with real-valued weights, the credit-assignment problem is exactly the linear programming problem, which can be solved in polynomial time using Karmarker’s algorithm.

Unfortunately, for the more general class of feedforward neural nets with threshold activation functions, the credit-assignment problem is believed to be intractable. Blum and Rivest [13] demonstrated this by showing that finding network weights for a simple 3-node feedforward neural net that correctly classify the training data is NP-hard.

Baum [9] subsequently came up with a positive result which showed that it is possible to efficiently (i.e., polynomial time) PAC learn the simple networks considered by Blum and Rivest if queries are allowed. Baum and Lang [11] empirically showed that this approach can also be used to learn far more complicated functions. E.g., using queries to construct hidden units, they were able to provide a very good approximation to Wieland’s two spirals problems using only 30 minutes of CPU time.

The previous results have dealt only with feedforward with threshold activation functions. An open question posed by Blum and Rivest [13] is whether or not the credit-assignment problem remains NP-hard if sigmoid activation are used. Interestingly, Sontag in [88] provides a mathematical construction which shows
that there do exist continuous activation functions for which the credit-assignment problem is not NP-hard; however, the ones he found were not “reasonable”. He poses the following open question: “Do reasonable continuous activation functions lead to NP-completeness?” and conjectures “yes.” DasGupta, Siegelmann, and Sontag [25] do have a result which demonstrates NP-completeness for one class of continuous activation function, but they have not been able to prove NP-completeness for the most important case, the sigmoid function of equation (2).

Finally, Wolfgang Maass [63] has some results extending the PAC model to the case of continuous inputs and outputs, and therefore allowing the analysis of MLP networks with continuous activations.

These complexity results suggest that for control systems applications, a neural network can never be used as a universal controller. The complexity of the control task along with the training data are actually more important than the fact that a so-called neural network is being used.

4.2.3 ART Complexity Results

In section 3 we mentioned the use of ART networks in applications of monitoring, fault detection, gain scheduling and clustering. Because such applications are different from those usually associated with neural controllers, we now present some results that should be used as guidelines when considering the use of ART networks in these applications. The proofs of the results presented here can be found in [36]. We consider two unsupervised varieties of ART networks: ART1 [17] and Fuzzy ART [20]. ART1 requires binary valued input patterns, while Fuzzy ART can process real-valued inputs. We also discuss two supervised varieties that make use of ART1 and Fuzzy ART, these are ARTMAP [19] and Fuzzy ARTMAP [18], respectively. A block diagram of the ARTMAP network is shown in Figure 3. This network consists of two unsupervised ART1 modules, denoted ART\textsubscript{a} and ART\textsubscript{b} in the figure. The Fuzzy ARTMAP architecture is constructed in essentially the same fashion, using Fuzzy ART modules instead of ART1 modules.

All of the results presented here assume training in the “fast learning” mode of operation. This implies that all inputs to ART1 or Fuzzy ART modules are held at the network inputs long enough for the network
weights to converge to their steady-state values.

One of the principle advantages of using ART-based networks in applications is that they can be trained very quickly. For example, it can be shown that if an ART1, Fuzzy ART, or ARTMAP network is repeatedly presented a list of input patterns, and the network parameter $\beta_a$ is chosen small, then learning will be complete in at most $m$ list presentations, where $m$ is the size of the input patterns. In the case of unsupervised ART networks, completion of learning essentially means that a stable pattern cluttering has occurred. With supervised ART networks, learning is complete when the network is able to produce a consistent hypothesis.

For example, consider an ARTMAP network with $m = 20$ input nodes. Even though there could be as many as $2^{20} \approx 1,000,000$ input patterns, the previous result guarantees that the hypothesis produced by the network will be consistent after at most 20 list presentations. In order to produce this consistent hypothesis, however, as many as $2^{20}$ nodes may be required in both the $F_1^a$ and $F_1^b$ layers. An important open question is: how small can the $F_2^a$ and $F_2^b$ layers be made before the network is no longer able to produce a consistent hypothesis? The answer to this question depends on the function we are trying to learn. Answering this question is also important for another reason, the VC dimension of the ARTMAP network is given by $|F_2^a|$. Thus, in order to make use of Theorem 4.1, we also want $|F_2^a|$ to be as small as possible.

A related results states that if an ART1 or Fuzzy ART network is repeatedly presented a list of input patterns, and the network parameter $\beta_a$ is chosen small, then learning will be complete in $p$ list presentations, where $p$ represents the number of distinct size patterns in the input list. Because the preprocessing in Fuzzy ART create input patterns that are all the same size, this result actually shows that Fuzzy ART needs only one list presentation to learn the list of input patterns presented to it. In short, ART structures may then be used as fast classifiers so that different pre-designed controllers may be switched on and off.

5 Conclusions and Future Directions

The current status of neural nets in control and systems applications is reminiscent of the early days of adaptive control. Prior to the stability proofs of adaptive control, many results promised the control of uncertain systems using the simple MIT gradient descent rule [68]. In controlling a nonlinear system, neural networks are but one tool to be used cautiously. In fact, no special properties of neural networks have been used in the control of uncertain nonlinear systems. The results reviewed in this paper suggest that what neural networks are good at (approximating nonlinear mappings) is but a small part of their usage in control. We still have to worry about having a rich enough training set, an efficient learning algorithm, and most of all, a stable operation in a feedback loop containing the neural network. As we learn of the limitations of neural networks, we also gain a greater appreciation of their capabilities. The future of neural networks in control will be written by researchers who not only use them to control a real system, but by those who can prove their need and guarantee a certain level of performance in neural controllers.
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A Mathematical Background

A.1 Definitions

A set $A$ of functions from $K \subset \mathbb{R}^n$ to $\mathbb{R}$ is an Algebra if $\forall f, g \in A$ and $\forall \alpha \in \mathbb{R}$:

1. $f + g \in A$,
2. $fg \in A$, and $\alpha f \in A$.

A norm $\| \cdot \|$ of a vector $x$ is a real-valued function defined on the vector space $X$ such that

1. $\| x \| > 0$ for all $x \in X$ with $\| x \| = 0$ if and only if $x = 0$.
2. $\| \alpha x \| = |\alpha| \| x \|$ for all $x \in X$ and any scalar $\alpha$.
3. $\| x + y \| \leq \| x \| + \| y \|$ for all $x, y \in X$.

A function $f(.) : [0, \infty) \rightarrow \mathbb{R}$ is uniformly continuous if for any $\epsilon > 0$, there is a $\delta(\epsilon)$ such that

$$|t - t_0| < \delta(\epsilon) \implies |f(t) - f(t_0)| < \epsilon$$

Then, $f$ is said to belong to $L_p$ if for $p \in [1, \infty)$,

$$\int_0^\infty |f(t)|^p dt < \infty$$

$f$ is said to belong to $L_{\infty}$ if it is bounded i.e. if $\sup_{t \in [0, \infty)} |f(t)| \leq B < \infty$, where $\sup \{ \cdot \}$ denotes the supremum of $\{ \cdot \}$.

In some cases, we would like to deal with signals that are bounded for finite times but may become unbounded as time goes to infinity. This leads us to define the extended $L_p$ spaces. Thus consider the function

$$f_T(t) = \begin{cases} f(t) & \text{if } t \leq T \\ 0 & \text{if } t > T \end{cases}$$

then, the extended $L_p$ space is defined by

$$L_{pe} = \{ f(t) : f_T(t) \in L_p \}$$

where $T < \infty$. We also define the norm on $L_{pe}$ as

$$\| f(.) \|_{p} = \| f(.) \|_{p_T}$$

A subset $S$ of a vector space $(X, \| \cdot \|)$ is open if for each $x \in S$, there is an $\epsilon > 0$ such that the ball of radius $\epsilon$ and centered at $x$ is completely in $S$. A closed set is one whose complement in $X$ is open. The closure of an open set $S$ is the smallest closed set which contains $S$. A bounded set $S \subset X$ is one in which for each $\epsilon > 0$, there is a finite set of points $y_i \in S$; $i = 1, \cdots, n$ such that for $x \in X$, $\| x - y_j \| < \epsilon$ for some
A compact set is a set which is closed and bounded. A vector space is said to be complete if every Cauchy sequence is convergent. If the vector space is equipped with an inner product (which induces a norm) is complete, then it is a Hilbert space. If the vector space is equipped with a norm (but not with an inner product) and is complete, then it is a Banach space. A set \( C \subset \mathbb{R}^n \) is convex if given any \( a_1 \) and \( a_2 \) to two points in \( C \), then for all \( \lambda \in [0, 1] \), \( \lambda a_1 + (1 - \lambda) a_2 \in C \). The convex hull of a not necessarily convex set \( B \subset \mathbb{R}^n \), is the smallest convex set containing \( B \). A function \( f : \mathbb{R} \rightarrow \mathbb{R} \) is odd if \( f(-x) = -f(x) \) and even if \( f(-x) = f(x) \).

A.2 Functional Approximation

In 1900, Hilbert delivered before the International Congress of Mathematics in Paris a lecture which has since become the Mathematicians call to arms. In that lecture [44], Hilbert listed 23 open problems, the 13th of which was: Prove that the equation of the seventh degree \( x^7 + ax^3 + bx^2 + cx + 1 = 0 \) is not solvable with the help of any continuous functions of only two variables. The study of this problem has had a large impact on the field of Neural Networks as discussed below. Noting that the solvability of that equation is an algebraic question, while the representation of the solution by a continuous functions of only two variables is an analytical one, we concentrate our review (and our interest) on the analytical part. The first step is then to re-formulate the problem as follows Prove that there are continuous functions of 3 variables which can not be represented by continuous functions of 2 variables. For a discussion of the problem and its implications see [62]. Kolmogorov [56] disproved Hilbert’s conjecture as stated in the following theorem.

**Theorem A.1** Any continuous function \( f(x_1, x_2, \cdots, x_n) \) on the \( n \)-dimensional cube \( E^n \) can be represented exactly as a composition of real and continuous functions \( \chi_i \) and \( \phi_{ij} \) of one variable as follows:

\[
f(x_1, x_2, \cdots, x_n) = \sum_{i=1}^{2n+1} \chi_i \left( \sum_{j=1}^{n} \phi_{ij}(x_j) \right)
\]  

(14)

The result was improved by Lorentz, who showed that a single \( \chi \) is needed [62], and by Sprecher who showed that \( \phi_{ij} \) can be generated as linear combinations \( \alpha_{ij} \phi_j \) [93]. Hecht-Nielsen stated Sprecher’s result in neural net terminology as follows.

**Theorem A.2** Any continuous function \( f(x_1, x_2, \cdots, x_n) \) on the \( n \)-dimensional cube \( E^n \) can be represented exactly as the output of a three-layered (one-hidden layer) network having \( 2n + 1 \) nodes in the hidden layer. The inputs \( x_j \) to the network are processed through the functions \( \alpha_{ij} \phi_j \), which are the nodes of the hidden layer. The output of the hidden layer is processed through \( \chi \) to give the output of the neural net.

Yet another result called upon to show the approximation capabilities of neural networks is the Stone-Weirestrass theorem [75].

**Theorem A.3** Let \( A \) be an Algebra of some continuous functions from a compact set \( K \subset \mathbb{R}^{m+n} \) to \( \mathbb{R}^q \), such that \( A \) separates points on \( K \) and vanishes at no point of \( K \). Then the uniform closure \( B \) of \( A \) consists of all continuous functions from \( K \) to \( \mathbb{R} \).
An important and sometimes misunderstood issue of approximation is the complexity of an approximating algorithm. This is best illustrated through the results of Barron [5]. Barron relied on the following result which he attributed to B. Maurey and can also be found in [5].

**Lemma A.1** If $\bar{f}$ is in the closure of the convex hull of a subset $G$ of a Hilbert space $H$, where for any $g \in G$, $\|g\| \leq b < \infty$, then for every $n \geq 1$ and every $c > b^2 - \|\bar{f}\|^2$, there is an $f_n$ in the convex hull of $n$ points in $G$ such that

$$\|\bar{f} - f_n\|^2 \leq \frac{c}{n}$$

(15)

In other words, one can approximate $\bar{f}$ arbitrarily close with $f_n$. Using this powerful result, Barron was able to show that

**Theorem A.4** For any function $f$ such that

$$\int_{\mathbb{R}^d} |w| |F(w)|dw = C_f < \infty$$

(16)

where $F(w)$ is the Fourier transform of $f(x)$, and for any $n \geq 1$, there exists a linear combination of sigmoidal functions

$$f_n = \sum_{k=1}^{n} c_k \sigma(a_k x + b_k) + c_0$$

(17)

such that

$$\int_{B_r} [f(x) - f_n(x)]^2 \mu(dx) \leq \frac{(2rC_f)^2}{n}$$

(18)

where $B_r = \{x; |x| \leq r\}$ is the ball of radius $r$, and $\mu$ is a suitable measure. If in addition, $f$ is such that $C_f \leq C$ for some $C > 0$, then

$$\sum_{k=1}^{n} |c_k| \leq 2rC; \quad c_0 = f(0)$$

(19)

Note that this approximation result holds in a Hilbert space $G$ but not in general spaces.

### A.3 Embedding

Suppose we are given a dynamical system

$$\dot{x} = F(x)$$

$$y = h(x)$$

(20)

where $x$ is $n$-dimensional and $y$ is a scalar. The only accessible information about the system is obtained through measuring $y(t)$. One can then collect $y(t)$ and its delayed values is a vector

$$z(t) = [y(t) \quad y(t-\tau) \quad \cdots \quad y(t-m\tau)]^T$$

(21)
Since \( y = h(x) \), we can then obtain \( z = H(x) \). The question then becomes: What conditions on the \( F \) and \( h \) will guarantee that the information contained in \( z \) can be used to study the behavior of \( x \)? Note that we should assume that \( x \) has settled down to an attractor, a bounded set in the space of all states.

In 1981, Takens showed that generically, the output measurements of continuous-time systems may be used to reconstruct an image of the attractor [95]. A more recent result by Sauer [71] states the following.

**Theorem A.5** Assume a continuous-time dynamical system has a compact invariant set \( A \) of box-counting dimension \( D \). Let \( m > 2D \) and \( \tau \) be a time delay. Assume that \( A \) contains only a finite number of equilibria, a finite number of periodic orbits of period \( m \tau \) for \( 3 \leq m \) and that there are no periodic orbits of period \( \tau \) or \( 2\tau \). Then, with probability 1, any choice of the measurement function \( h \) yields a delay coordinate function \( H \) which is one-to-one from \( A \) to \( H(A) \).

### A.4 Stability

Let \( x_e \) be an equilibrium (or fixed) state at \( t_0 \) of the free continuous-time, possibly time-varying nonlinear system

\[
\dot{x}(t) = f(x, t),
\]

i.e. \( f(x_e, t) = 0 \); \( \forall t \geq t_0 \), where \( x, f \) are \( n \) vectors.

1. **Stability:** \( x_e \) is stable in the sense of Lyapunov (SL) at \( t_0 \), if starting close enough to \( x_e \) at \( t_0 \), the state will always stay close to \( x_e \) at later times. More precisely, \( x_e \) is SL at \( t_0 \), if for any given \( \epsilon > 0 \), there exists a positive \( \delta(\epsilon, t_0) \) such that if

\[
||x_0 - x_e|| < \delta(\epsilon, t_0)
\]

then

\[
||x(t) - x_e|| < \epsilon; \quad \text{for all } t \geq t_0
\]

\( x_e \) is stable in the sense of Lyapunov if it is stable for any given \( t_0 \).

2. **Instability:** \( x_e \) is unstable in the sense of Lyapunov (UL), if no matter how close to \( x_e \) the state starts, it will not be confined to the vicinity of \( x_e \) at some later time. In other words, \( x_e \) is unstable if it is not stable at \( t_0 \).

3. **Convergence:** \( x_e \) is convergent (C) at \( t_0 \), if states starting close to \( x_e \) will eventually converge to \( x_e \). In other words, \( x_e \) is convergent at \( t_0 \) if for any positive \( \epsilon_1 \), there exists a positive \( \delta_1(t_0) \) and a positive \( T(\epsilon_1, x_0, t_0) \) such that if

\[
||x_0 - x_e|| < \delta_1(t_0)
\]

then

\[
||x(t) - x_e|| < \epsilon_1; \quad \text{for all } t \geq t_0 + T(\epsilon_1, x_0, t_0)
\]
$x_e$ is convergent, if it is convergent for any $t_0$.

4. **Asymptotic Stability**: $x_e$ is asymptotically stable (AS) at $t_0$ if states starting sufficiently close to $x_e$ will stay close and will eventually converge to it. More precisely, $x_e$ is AS at $t_0$ if it is both convergent and stable at $t_0$. $x_e$ is AS if it is AS for any $t_0$.

5. **Global Asymptotic Stability**: $x_e$ is globally asymptotically stable (GAS) at $t_0$ if any initial state will stay close to $x_e$ and will eventually converge to it. In other words, $x_e$ is GAS if it is stable at $t_0$, and if every $x(t)$ converges to $x_e$ as time goes to infinity. $x_e$ is GAS if it is GAS for any $t_0$ and the system is said to be GAS in this case, since it can only have one equilibrium point $x_e$.

All these definitions become uniform (uniform stability, uniform asymptotic stability, etc.) if the constants $\delta_i$ may be made independent of $t_0$.

We also define the concept of bounded-input-bounded-output (BIBO) stability as follows: A system $H$ with input $u$ and output $y$ is BIBO stable if $y \in \mathcal{L}_\infty$ whenever $u \in \mathcal{L}_\infty$.

Consider the block diagram shown in Figure 4. The blocks labeled $H_1$ and $H_2$ represent two systems (linear or nonlinear) which operate on the inputs $e_1$ and $e_2$ as follows

\[
y_1 = H_1 e_1 = H_1 (u_1 - y_2)
\]

\[
y_2 = H_2 e_2 = H_2 (u_2 + y_1)
\]

Let $H_1$ be an $m \times p$ matrix function, and $H_2$ be a $p \times m$ matrix function. Therefore, $u_1$ and $y_2$ are $p$ vectors, while $u_2$ and $y_1$ are $m$ vectors. The first theorem gives sufficient conditions to guarantee that the closed-loop system shown in Figure 4 is BIBO stable and is given in [27].

**Theorem A.6 Small gain Theorem** Let $H_1 : L_{ep}^p \rightarrow L_{ep}^m$ and $H_2 : L_{ep}^m \rightarrow L_{ep}^p$. Therefore $H_1$ and $H_2$ satisfy the inequalities.

36
\[
\|(H_1 e_1)_T\| \leq \gamma_1 \|e_1 T\| + \beta_1 : \gamma_1 > 0, \beta_1 \in \mathbb{R} \\
\|(H_2 e_2)_T\| \leq \gamma_2 \|e_2 T\| + \beta_2 : \gamma_2 > 0, \beta_2 \in \mathbb{R}
\]

for all \( T \in [0, \infty) \) and suppose that \( u_1 \in L^p_{\infty}, u_2 \in L^m_{\infty} \). If

\[
\gamma_1 \gamma_2 < 1
\]

Then \( e_1, y_2, \in L^p_{\infty} \) and \( y_1, e_2 \in L^p_{\infty} \).

Basically, the small-gain theorem states that a feedback interconnection of two systems is BIBO stable if the loop-gain is less than unity. In other words, if a signal traverses the feedback-loop and decreases in magnitude then the closed-loop system can not go unstable.

Next, we discuss passive systems which were initially defined in terms of electrical networks but have since become important in the study of nonlinear systems. A system \( H \) is said to be passive if for any input \( u \in L_c \) and an output \( y = Hu \), there exist \( \beta \in \mathbb{R} \) such that

\[
\int_0^T y^T(t)u(t)dt \geq \beta; \forall T \in \mathbb{R}^+
\]  

(22)

\( H \) is said to be strictly passive if there exist \( \delta \in \mathbb{R}^+ \) and \( \beta \in \mathbb{R} \) such that

\[
\int_0^T y^T(t)u(t)dt \geq \delta \int_0^T y^T(t)u(t)dt + \beta; \forall T \in \mathbb{R}^+
\]  

(23)

**Theorem A.7 Passivity Theorem** If in Figure 4, \( u_2 = 0 \), \( H_1 \) is passive, \( H_2 \) is strictly passive, and \( u_1 \in L^2 \), then \( y_1 \in L^2 \).